A General Framework for Multi-Human Tracking
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Abstract— The task of reliable detection and tracking of multiple objects becomes highly complex for crowded scenarios. In this paper, a robust framework is presented for multi-Human tracking. The key contribution of the work is to use fast calculation for mean shift algorithm to perform tracking for the cases when Kalman filter fails due to measurement error. Local density maxima in the difference image - usually representing moving objects - are outlined by a fast non-parametric mean shift clustering procedure. The proposed approach has the robust ability to track moving objects, both separately and in groups, in consecutive frames under some kinds of difficulties such as rapid appearance changes caused by image noise and occlusion.

Index Terms— Kalman Filter, Fast Mean Shift Algorithm, Human Tracking.

I. INTRODUCTION

Multiple object tracking is an extensively investigated subject in the field of visual surveillance and its applications [1]. Its main complexity stems from the fact that observed data is usually contaminated with noise, missing observations or clutter. Typical examples for such situations can be encountered for instance in blob-based object detection approaches relying on background subtraction [1, 2], where under-segmentation, over-segmentation and false detections are frequent problems ultimately leading to failures when tracking is performed. Recent research in video surveillance systems is focused on background modeling, moving object classification and tracking. A near-correct extraction of all pixels defining a moving object or the background is crucial for moving object tracking and classification.

Background subtraction is one of the most common approaches for detecting foreground objects from video sequences. Recently, some statistical methods are used to extract change regions from the background. The Gaussian mixture model is the most representative background model. As an example, Stauffer and Grimson [3] presented an adaptive background mixture model for real-time tracking. In their work, they modeled each pixel as a mixture of Gaussians and used an online approximation to update it. The Gaussian distributions of the adaptive mixture models were then evaluated to determine the pixels most likely from a background process, which resulted in a reliable, real-time outdoor tracker which can deal with lighting changes and clutter. Some work used Gaussian mixture model incorporated with other methods [4, 5]. Others methods for background segmentation are discussed in [13, 14].

Kalman models and Kalman filters are very important tools and often used for tracking moving objects. Kalman filters are typically used to make predictions for the following frame and to locate the position or to identify related parameters of the moving object. For example, Broida and Chellappa [6] used the Kalman filter to track points in noisy images. In stereo camera-based object tracking, Beymer and Konolige [7] use the Kalman filter for predicting the object’s position and speed in x - z dimensions. Rosales and Sclaroff [8] use the extended Kalman filter to estimate 3D trajectory of an object from 2D motion.

A common approach to handle complete occlusion during tracking is to model the object motion by linear dynamic models or by nonlinear dynamics and, in the case of occlusion, to keep on predicting the object location until the object reappears. For example, a linear velocity model is used in Beymer and Konolige [7] and a Kalman filter is used for estimating the location and motion of objects. For the image segmentation problem, Mean-Shift Clustering is commonly used. Comaniciu and Meer [9] propose the mean-shift approach to find clusters in the joint spatial and color space. A recent article by Pulford [10] summarizes the techniques in widespread use and classifies them into 35 different algorithmic types as well as providing a comprehensive literature survey of this area.

A previous work for combing Kalman filter and Mean shift Algorithm was done by Comaniciu and Ramesh [11] employs the mean shift analysis to derive the target candidate that is the most similar to a given, target model, while the prediction of the next target location is computed with a Kalman filter. A recent work also combing Kalman filter and Mean shift Algorithm appeared in [12], as using Kalman filter to predict the possible position on the object in the next frame of the video image, and using the mean shift algorithm to search in this neighboring range.

The exhaustive search in the neighborhood of the predicted target location for the best target candidate is, however, a computationally intensive process. As a solution to this problem, this work proposes a robust multi-Human tracking framework showing a fast and good tracking performance in consecutive frames under some kind of difficulties such as rapid appearance changes caused by image noise and occlusion. The key contribution of this work is to use fast computation of mean shift algorithm for the cases when Kalman filter fails due to measurement errors caused by the above mentioned difficulties.
II. THE TRACKING ALGORITHM

Object tracking is the problem of estimating the positions and other relevant information of moving objects in image sequences. Two-frame tracking can be accomplished using correlation-based matching methods, optical flow techniques, or change-based moving object detection methods. The tracking algorithm can be briefly described in the next subsections.

A. Object Extraction from background

Evidently, before we start with tracking of moving objects, we need to extract moving objects from the background. We use background subtraction to segment the moving objects. Each background pixel is modelled using a mixture of Gaussian distributions. The Gaussians are evaluated using a simple heuristic to hypothesize which are most likely to be part of the “background process”.

Each pixel is modeled by a mixture of K Gaussians as stated in formula (1):

\[ P(X_t) = \sum_{i=1}^{K} \omega_i \eta(X_t; \mu_i, \Sigma_i) \]  

where \( X_t \) is the variable, which represents the pixel, and \( t \) represents time. Here \( K \) is the number of distributions: normally we choose \( K \) between 3 to 5. \( \omega_i \) is an estimate of the weight of the \( i \)th Gaussian in the mixture at time \( t \), \( \mu_i \) is the mean value of the \( i \)th Gaussian in the mixture at time \( t \), \( \Sigma_i \) is the covariance matrix of the \( i \)th Gaussian in the mixture at time \( t \). Every new pixel value \( X_t \) is checked against the existing \( K \) Gaussian distributions until a match is found. Based on the matching results, the background is updated as follows: \( X_t \) matches component \( i \), that is \( X_t \) decreases by 2.5 standard deviations of the distribution. Then the parameters of the \( i \)th component are updated as follows:

\[ \omega_i = (1 - \alpha) \omega_i,t-1 + \alpha \]  

\[ \mu_i = (1 - \rho) \mu_i,t-1 + \rho I_t \]  

\[ \Sigma_i = (1 - \rho) \Sigma_i,t-1 + \rho (I_t - \mu_i,t-1)(I_t - \mu_i,t-1)^T \]

Where \( \rho = \alpha \text{Pr}(I_t; | \mu_i,t-1, \Sigma_i,t-1) \) is the predefined learning parameter, \( \mu_i,t-1 \) the mean value of the pixel at time \( t-1 \), and \( I_t \) is the recent pixel at time \( t \). The parameters for unmatched distribution remain unchanged.

i.e., to be precise:

\[ \mu_i,t = \mu_i,t-1 \quad \text{and} \quad \Sigma_i^2 = \sigma_i^2 \]

But \( \omega_i \) will be adjusted using formula:

\[ \omega_i = (1 - \alpha) \omega_i,t-1 \]

If \( X_t \) matches none of the \( K \) distributions, then the least probable distribution is replaced by a distribution where the current value acts as its mean value. The variance is chosen to be high and the a-priori weight is low [3]. The background estimation problem is solved by specifying the Gaussian distributions, which have the most supporting evidence and the least variance. Because the moving object has larger variance than a background pixel, so in order to represent background processes, first the Gaussians are ordered by the value of \( \omega_i/t ||\Sigma_i/t|| \) in decreasing order.

The background distribution stays on top with the lowest variance by applying a threshold \( T \), where

\[ B = \arg \min_b \sum_{i=1}^{K} \omega_i,t > T \]

All pixels \( X_t \) which do not match any of these components will be marked as foreground.

B. Connected component analysis

Once initialized, moving objects in the scene are segmented using a log-likelihood measure between the incoming frames and the current background model. The input video stream is low-pass filtered to reduce noise effects. A connected components analysis is then applied to the resulting image. Initial segmentation is usually noisy, so morphological operations based on combinations of dilation and erosion to reduce the influence of noise, followed by a connected component analysis for labeling each moving object region. Very small regions are discarded. At this stage we calculate the following features for each moving object region: bounding rectangle: the smallest rectangle that contains the object region. We keep record of the coordinate of the upper left position and the lower right position, what also provides size information (width and height of each rectangle). color: the mean R G B values of the moving object. center: on this work we use the center of the bounding box as a simple approximation of the centroid of a moving object region. velocity: defined as movement of number of pixels/second in both horizontal and vertical direction. The output of this segmentation process is shown in Fig. 1.

C. Tracking using Kalman Filter

A Kalman filter is used to estimate the state of a linear system where the state is assumed to be distributed by a Gaussian. Kalman filtering is composed of two steps, prediction and correction [15, 16].

The Kalman filter is a recursive estimator. This means that only the estimated state form the previous time step and the current measurement are needed to compute the estimate for the current state. In contrast to batch estimation techniques, no history of observations and/or estimates is required.
Kalman filter consists of five equations and it can be divide them into two groups: the update equations and the correct equations. The update equations are responsible for projecting forward the current state and error covariance estimates to obtain the priori estimates for the next time step. The correct equations are responsible for the feedback, in other words, for incorporating a new measurement into the priori estimate to obtain an improved posteriori estimate.

\[
\begin{bmatrix}
    mx_{t+1} \\
    my_{t+1} \\
    mW_{t+1}
\end{bmatrix}
= \begin{bmatrix}
    1 & 0 & \Delta t & 0 & 0 \\
    0 & 1 & 0 & \Delta t & 0 \\
    0 & 0 & 0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
    x_t \\
    y_t \\
    x_{t}^{'} \\
    y_{t}^{'} \\
    W_t
\end{bmatrix}
+ \begin{bmatrix}
    v_t \\
    v_t \\
    v_t \\
    v_t \\
    v_t
\end{bmatrix}
\quad (7)
\]

where, \( x_{t+1} \) and \( y_{t+1} \) are the predicted coordinates of the object and \( x_{t}^{'} \) and \( y_{t}^{'} \) are the velocities in the respective direction, \( W_t \) represents the width of the Human rectangle, \( \Delta t \) represents the time interval of state correction and \( w_t \) is the white Gaussian noise with diagonal variance \( Q \). The predicted coordinates and dimensions of the rectangle are used to locate the Human in the present frame.

When the Humans are distinguished, the Kalman vector is updated using the measurement equation as shown in Eq. (7).

In order to handle this problem, fast mean shift algorithm is used. It is used to locate densities extremum, which gives clue that whether Kalman prediction is right or it is misled by wrong measurement. In case of wrong prediction, it is corrected with the help of densities extremum in the scene. Local density maxima in the difference image - usually representing moving objects - are outlined by a fast non-parametric mean shift clustering procedure as discussed in the next section.

**E. Fast Mean Shift Computation**

The mean shift algorithm is a nonparametric technique to locate density extremum in a given distribution by an iterative procedure [17, 18]. Starting from a location \( x \) the local mean shift vector represents an offset to \( x' \), which is a translation towards the nearest mode along the direction of maximum increase in the underlying density function. The local density is estimated within the local neighborhood of a kernel by kernel density estimation where at a data point a kernel weights \( K(\alpha) \) are combined with weights \( I(\alpha) \) associated with the data. For digital images sample weights are defined by the pixel in intensities at pixel locations \( \alpha \).
Fast computation of the new location vector \( x' \) as in Eq. 8 can be performed as [19]:
\[
    x'' = \frac{\sum_a K''(a-x)ii_a(a)}{\sum_a K''(a-x)ii(a)} \tag{8}
\]
where \( K'' \) represents the second derivative of the kernel \( K \), differentiated with respect to each dimension of the image space, i.e. the x- and y-coordinates.

The functions \( ii_a \) and \( ii \) are the double integrals, i.e. two-dimensional integral images in the form of Eq. 9 and Eq. 10 respectively,
\[
    ii_a(x) = \sum_{x<a} I(x_i)x_i \tag{9}
\]
and
\[
    ii(x) = \sum_{x<y} I(x_i). \tag{10}
\]

Equation (9) and (10) represent the so-called integral images [21], primarily used for fast area sum computation in various applications. If the kernel \( K \) is uniform with bounded support, its second derivative becomes sparse containing only four impulse functions at its corners. Thus, evaluating a convolution takes only the summation of four corner values in the given integral image.

The integral image - also called summed area table [20] - provides an efficient means to compute area integrals for a given image. The integral image at a location \((x, y)\) contains the cumulative sum of pixels located to the left and above \((x, y)\) including the pixel \((x, y)\):
\[
    I_{int}(x, y) = \sum_{x'<x,y'<y} I(x', y') \tag{11}
\]
where \( I(x, y) \) is an arbitrary image and \( I_{int}(x, y) \) is the integral image, i.e., the two-dimensional cumulative distribution function of \( I(x, y) \).

Fast computation of the integral image can be performed in a single pass [20].

Using the integral image, the area sum of a rectangular region within the original image can be efficiently computed by the following step:
\[
    S_{Area} = I_{int}(x-1,y-1) + I_{int}(x+W-1,y+H-1)
    \quad - I_{int}(x-1,y+H-1) - I_{int}(x+W-1,y-1) \tag{12}
\]
where \( S_{Area} \) is the area sum within the rectangle with upper left corner \((x, y)\) with \((w, h)\) parameters for width and height.

Efficient computation of the mean shift vector can be achieved by computing integral images of the first moments:
\[
    I_{int}^{x}(x, y) = \sum_{x'<x,y'<y} x'I(x', y'), \tag{13}
\]
\[
    I_{int}^{y}(x, y) = \sum_{x'<x,y'<y} y'I(x', y'). \tag{14}
\]
The above quantities can be computed in the same pass as the zeroth moment (Eq. 11).

Using the integral images of the zeroth and the first moments the mean shift vector components applying a uniform kernel can be expressed as:
\[
    m_x(x, y) = \frac{S_{Area}(I_{int}^x) - x,}{S_{Area}(I_{int})} \tag{15}
\]
\[
    m_y(x, y) = \frac{S_{Area}(I_{int}^y) - y.}{S_{Area}(I_{int})} \tag{16}
\]
The numerator and denominator of the above expressions denote the area sums computed over the window rectangle \((W(y), H(y))\) using the precomputed integral images for zeroth and the first \((I_{int}^{x}, I_{int}^{y})\) moments. Given that a single sum computation based on integral image requires three arithmetic operations and four array accesses, the fast computation of mean shift vector takes nine arithmetic operations and twelve array accesses only.

In addition, the computational complexity is independent of the window size. For small window sizes, there is no significant speedup when compared to straightforward summation-based mean shift computation. For larger window sizes (tested up to 90-by-90 pixels).

F. Mean Shift Clustering

The difference image is the outcome of a change detection process by forming the difference between the current image of an image sequence and a reference image representing the background.

The difference image generated for a crowded scene usually contains large number of high-intensity peaks or modes. Our principal objective is to find individual modes representing possible human candidates.

The clustering step is facilitated by the use of a human size model \( \{H(x), W(x)\} \), where \( H \) and \( W \) denote human height and width, respectively. This information is obtained by a simple calibration step.

The principal steps of mean shift clustering are performed analogously to the steps described in [9]:
1. The difference image intensity maximum is mapped to unit intensity and its entire range is scaled proportionally.
2. A sample set of n points \( X_1 \ldots X_n \) is defined by locating the global intensity maximum and adding it to the list of sample set.
3. The points of the sample set are subsequently used in a local maxima.

Local maxima are found by:
\begin{enumerate}
  \item Locating the global intensity maximum and adding it to the list of sample set;
  \item Resetting the difference image intensity around the found maximum within a window of size \((0.5W(y), 0.5H(y))\);
  \item Repeating the maximum search of step (a) until the found maximum drops below a threshold \( T_1 \).
\end{enumerate}

The points of the sample set are subsequently used in a mean shift procedure. The final result does not depend critically on \( T_1 \). A very low value just increases the run time and generates more outliers which have to be eliminated by the model-based mode validation step.

3. The fast mean shift procedure is applied to the points of
the sample set with a window size of \((H(X_i), W(X_i))\) according to the local size model. The mean shift procedure converges to the nearest mode typically within 3-4 iterations.

The mode seeking process delineates a path between the initial point of the sample set and the detected local mode candidate.

Each mean shift iteration defines a point on the path, what we denote as a path-point \(P_X\). Thus, each detected mode candidate location has an associated set of path-points \(\{P_{X_1}, ..., P_{X_m}\}\), not including the mode itself.

When the mean shift offset vector is computed according to (8), the area sum (i.e. sum of pixel intensities) within the kernel (denominator of the expression in (8)) is also obtained. The set of area sum magnitudes \(\{S_1, ..., S_n\}\) is useful to have since it provides information on the magnitude of the local density and it can be used in the occlusion handling step evaluating a given spatial configuration of kernels.

4. Given the finite size of the mean shift convergence criterion, detected mode candidate locations – obtained for the same peak of underlying density - might slightly deviate. Detected mode candidates are linked based on spatial proximity: all detected modes within a window of the size \((W, H)\) are grouped together and a cluster center \(Y\) is obtained by taking the mean of linked candidate coordinates. Path-point sets belonging to grouped mode candidates are also merged, such as the sets of area sum magnitudes.

The merged set of path points is used to delineate the cluster: a bounding box representation of the basin of attraction is obtained by determining the spatial extrema of path points in \(x\)- and \(y\)-directions. At this stage the detected clusters can be considered as object candidates and probable outliers can be eliminated by imposing size constraints on the size of the attraction basins.

G. Schematic Description of the Tracking Algorithm

After extracting moving objects from the background and applying connected component analysis to extract some features for the moving object such as Bounding box, color, center and velocity, then our approach uses Kalman predictor to predict the next position of Human on the next frame.

After this step we check whether Kalman predictor is misled or not. On this work we decided that if pixel difference between detected measurement obtained “object centroid” by connected component analysis method and Kalman filter predicted position is greater than a certain threshold, then Kalman predicted position is discarded and the motion region is detected by triggering fast mean shift algorithm and it guides Kalman filter, by finding actual motion region in the scene, for more accurate prediction of next state of the object and so on. Therefore with the help of this modification, the proposed tracking algorithm scheme can be finally described by the following diagram as seen on Fig. 2.

H. Occlusion and Recovery

Occlusion is a common problem encountered in tracking multiple people. This might be due to complete or partial overlap of a person by another person or due to a rigid object occluding the person completely. To overcome the problem of partial occlusion, the proposed algorithm makes use of predicted values from the Kalman prediction algorithm to predict the next state “position ” of each person as well as examine the predicted parameter \(mW_{r+1}\), the measure width of the person at time \(t+1\) as if it is greater than a certain threshold “previously determined using the expected Human width” then the Kalman filter repredict the next position of the person based on the updated parameter \(mW_{r+1}\).

III. EXPERIMENTS AND RESULTS

This section show the results obtained by the proposed algorithm. Our approach is implemented using Intel(R) Core Duo CPU device with 2.10 GHZ and 3GB of RAM and Window XP operation system, and Matlab R2007b are used. In addition, the image sequences consists of JPG images with 320x240 resolutions per frame.

Some kind of experimental videos are used to evaluate the robust ability of the proposed method. Since the surveillance problem not affected by the silently low resolutions frames, this work try to make the system more efficient by using low resolution image sequences that consequently decrease the tracking time. The system tested by two examples of outdoor scenes using PETS2000 and PETS2001 Image Sequences. The
proposed system also tested using PETS2002 Image Sequences as an example of indoor scenes. The system efficiency affected by increasing the number of Humans to track per frame as assigning a Kalman filter to every one of multiple Humans. This means the more Kalman filters assign for Humans, the much time it take to track, the less efficiency the system will be.

In experiment one, the system was tested using outdoor image sequence, PETS2000 Image Sequences with 2687 total number of frames. The system detected 5453 moving Humans appeared partially or completely over the total video frames. The results show that system successfully tracked the objects by the help of fast mean shift tracker that precisely detected the true position of the Human and also show the ability to track Human in some complex situations as seen in some frames in Fig. 3. In this figure, Humans appear to partially occluded with each other and The system precisely tracked them.

Moreover the system tested using another outdoor image sequence, experiment two, PETS2001 Image Sequences with 289 frames and the system detected 389 moving Humans appeared partially or totally over the frames. The result show good tracking as seen in Fig. 4 and also show the ability to detect false alarms “a bird flying” that appeared in some frames and detected them as false alarms.

As an example of indoor image sequence, experiment three, the system was challenged using PETS2002 Image Sequences scenes with 1302 frames to test tracking Humans indoors. The system detected 3689 moving Human appear partially or completely on the video frames. The false alarm detected by the proposed system due to the shadow of Human due to mirrors as well as the luminance changed. The proposed system track Humans both separately and in groups walking and interacting with each others on the hall of a shopping center. The most challenger of this experiment is the noises on the image sequence due to shadow of Humans due to mirrors as well as the occlusion of Humans with each others. The
results seen on Fig. 5 show the ability of the proposed system to track Humans indoors under these difficulties.

In addition, to show the ability to deal with the problem of partial occlusion, the system successfully tracked a person partially occluded with a car as shown in Fig. 6. As shown on the figure, the person tracked with the help of mean shift algorithm that precisely detected the correct motion region and Kalman filter that successfully predict the next position of the person as well as the correct prediction of \( \mu_{t+1} \), the measure width of the person at time \( t+1 \), that help finding the person who occluded with another object “a Car.”

Finally, the system evaluation is measured by calculating the detection and false alarm rate using Mean shift tracker based on [9] and the proposed tracking system. The detection rate is calculated by dividing the true Humans detected by the proposed system by the valid moving Humans appears partially or completely over the video frames. The experiments show that results obtained by the proposed tracking system are better than that obtained using Mean shift tracker for tracking group of people partially occluded with each others as described in Table I.

<table>
<thead>
<tr>
<th></th>
<th>Mean Shift</th>
<th>The Proposed system</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Seq. 1</td>
<td>Seq. 2</td>
</tr>
<tr>
<td>Valid moving Humans</td>
<td>5754</td>
<td>402</td>
</tr>
<tr>
<td>Correct detection</td>
<td>5263</td>
<td>378</td>
</tr>
<tr>
<td>Missed detection</td>
<td>491</td>
<td>24</td>
</tr>
<tr>
<td>False alarm</td>
<td>83</td>
<td>8</td>
</tr>
<tr>
<td>Detection rate</td>
<td>91.46 %</td>
<td>94.02 %</td>
</tr>
<tr>
<td>False alarm rate</td>
<td>1.44 %</td>
<td>1.99 %</td>
</tr>
</tbody>
</table>

The missed detection by the proposed system referred some complex situations due to full occluded objects with each other since the proposed system deals only on the partial occlusion. Another reason for the missed detection by the proposed system is the image resolution, since the system deals with a low resolution to increase the accuracy of the
system by decreasing the tracking time and that is useful for all surveillance problems. With all these experiments, both indoors and outdoors, the overall results show that the proposed algorithm has its robust ability to track moving humans in consecutive frames under some kinds of difficulties such as rapid appearance changes caused by image noise, and occlusion when compared to other robust methods such as mean shift algorithm.

IV. CONCLUSIONS

This paper presents a robust framework for multi-human tracking. It includes a combination of Kalman filter and fast mean shift algorithm. Moving objects in the scene are segmented between the incoming frames and the current background model. The input video stream is low-pass filtered to reduce noise effects. A connected components analysis is then applied to the resulting image and a bounding box containing each object is drawn and some features are recorded. Kalman filter continuously predicts the next state of the object by predicting its centroid and velocity. For some kinds of difficulties such as rapid appearance changes caused by image noise and occlusion, Kalman prediction may be misled by wrong measurement. In that case, motion region is detected by triggering fast mean shift algorithm to find the actual motion region and to guide Kalman filter. The proposed method is an efficient multi-human tracking algorithm by comparing with mean shift algorithm. The system implemented by the proposed method can track moving objects in real time as well as the system need to be more efficient to solve the total occlusion problem.
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