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Abstract—Traditional calculations of word similarity are based on a single dictionary, and ignore the coordination between dictionaries. Therefore in order to improve the reliability of similarity calculation methods based on the dictionary, this paper proposes a similarity calculation method based on multi-dictionary, namely through the combination of multiple dictionaries, to improve the reliability of the calculation method of semantic similarity, and meanwhile give the similarity calculation method and steps.

Index Terms—multi-dictionary, semantic similarity, reliability, improved algorithm

I. INTRODUCTION

In Chinese, the same words in different contexts may have different semantics, namely semantic diversification which makes it difficult for the automatic processing of natural language. Thus in practical applications, in order to make quantitative distinction of the semantics, it is necessary to use a simple numerical measure of the semantic closeness between words, and word semantic similarity (hereinafter referred to as the word similarity). The semantic similarity or semantic relatedness is considered as a concept whereby a set of documents or terms within term lists are assigned a metric based on the likeness of their meaning/semantic content.) is one of them and it has different meanings in different application areas[1, 2]. For example, in the field of data integration, similarity generally refers to the matching degree among texts; while in the field of information retrieval, the similarity reflects the matching degree in the semantic with the user’s query, and the higher is the similarity, it indicates that the closer are the text and the user’s request.

Nowadays, the word similarity calculation has a wide range of applications in machine translation, information retrieval, information extraction, word meaning disambiguation, text clustering, ontology mapping, and other fields [3, 4]. To solve such problems, many scholars have done lots of work and put forward a number of qualitative and quantitative methods, it generally includes two types of basic methods: methods based on the world knowledge or some kind of classification and methods of context vector as well as space mode based on statistics. Literature [5] utilizes the concepts similarity to calculate the similarity of the concepts, literature [6] uses the average mutual information to calculate the similarity between words, the literature [7] adopts the statistical method of joint probability distribution for concepts instance to determine semantic similarity between concepts, the literature [8] utilizes search engines as a corpus to calculate the similarity among concepts, etc. These calculations are relatively straightforward, but rely on complete large-scale semantic dictionaries and meanwhile most traditional calculations of word similarity are based on a single dictionary, and ignore the coordination between dictionaries.

In this paper, a modified similarity calculation method based on multi-dictionary is proposed to improve the reliability of similarity calculation methods based on the dictionary, namely through the combination of multiple dictionaries, to improve the reliability of the calculation method of semantic similarity.

The remainder of this paper is organized as follows: in section 2, the related word similarity calculations based on semantic dictionary are discussed and presented; in section 3, the improved word similarity calculation methods based on multi-dictionary and the experimental analysis and performance comparison are showed. And finally, in section 4 the conclusion is drawn.

II. RELATED WORD SIMILARITY CALCULATIONS BASED ON SEMANTIC DICTIONARY

A. The Basic Idea of the Word Similarity Calculation based on Semantic Dictionary

The word similarity calculation method based on semantic dictionary is a rationalist approach based on linguistics and artificial intelligence, which utilizes semantic dictionaries, based on hyponymy and synonymy relations between the concepts and obtains the similarity...
between words by calculating the distance of the two concepts in the hierarchy structure of tree concepts. Approaches based on concept dictionaries built on the fact that two words possess certain semantic correlation, when and only when on the basis of the assumption that existing a path in the structure hierarchical network diagram among concepts.

Large-scale semantic computing resources are the basis of word similarity calculation methods based on dictionary; now commonly used dictionaries [9, 10] have WordNet, FrameNet, HowNet and Lesk, etc.

We here mainly briefly elaborate the two frequently adopted dictionaries: HowNet [11, 14] is a common sense knowledge base which treats concepts represented by the Chinese and English words as description object, and regards revealing the relationship between concepts and attributes of concept as basic content. The HowNet possesses two main concepts: "concept" and "sememe". The "concept" is a description of word semantics; each word can be expressed as a few concepts. The "concept" is described by a "knowledge representation language", and the "word" used is called "sememe", the "sememe" is the smallest meaning unit of the description of "concepts" [13]. WordNet [12] is a semantic network of English vocabulary with broad coverage. The nouns, verbs, adjectives and adverbs are organized into a synonym network respectively; each synonym set represents a basic semantic concept, and is also connected by various relationships between these collections.

B. The Word Similarity Calculation Method based on the Semantic Dictionary

The similarity of words is generally calculated through the word distance, word distance is a real number among the (0, ), the distance between a word and itself is 0 and the greater is the distance of two words, the lower is its similarity degree [15,16]. Yan Wei, etc [17] proposed a similarity calculation method of English words based on WordNet, by extracting synonym sets, generic information and meaning interpretation of specific words from the dictionary WordNet, after that using the vector space method to calculate the similarity degree of words, which attempts to provide a similar word set for information retrieval; and the set centers on the search term, is arranged in accordance with the size of the similarity values, and ultimately is able to return the retrieval result for users and carries on the problem extension to a certain extent. Liu Qun [18] put forward a similarity calculation method of word semantics based on HowNet after considering that HowNet is a more detailed semantic dictionary and has improved steadily, although HowNet adopted a multidimensional knowledge representation for specific vocabularies, which adds a certain degree of difficulties to word similarity calculation. In the dictionaries like WordNet etc., all similar semantic items can constitute a tree structure, and calculating the distance between semantic items is equivalent to the calculation of the corresponding node distance in the structure. While in the process of semantic similarity calculation of HowNet, there exists multi-sememe nature of word semantics and the sememe contains complex relationships, the relationship is described through specialized knowledge description semantics. Through studying the corresponding grammar and the sememe relationship between vocabularies semantics in the HowNet, thus Liu Qun, etc distinguish their roles in the similarity calculation, study the similarity calculation method, the collection and the characteristic structure of the sememe, and conduct the semantic similarity calculation on the above basis. Agirre and Rigau [19] introduce factors of depth and density of hierarchical tree when making use of WordNet to calculate the English word similarity. They believe that in the word hierarchical tree: for two pairs of nodes with the same path length, the greater is the depth (away from the tree’s root) of node pairs, the smaller is the semantic distance. Because the depth is greater, which means the classification is more detailed.

Although the above methods have made certain achievements, however, they all ignore the combination and coordination among dictionaries, and the similarity calculation method based on different dictionaries for the vocabularies in different areas has different correct rate. Therefore our paper presents a similarity calculation method based on multi-dictionary to meet the demand of Qos service qualities and improve the reliability of the similarity calculation method based on the dictionary. In short, that is through the combination of multiple dictionaries to improve the reliability of the calculation method of semantic similarity.

III. THE IMPROVED SIMILARITY CALCULATION METHODS AND ANALYSIS BASED ON MULTI-DICTIONARY

First of all, in order to have some knowledge of the multi-dictionary similarity algorithm, the examples are given as follows [20, 21]:

Constructing joint matrix of the correct rate and error rate is as follows:

\[
H = \begin{bmatrix}
    w_{1r} & w_{2r} & \cdots & w_{ir} & \cdots & w_{nr} \\
    w_{1w} & w_{2w} & \cdots & w_{iw} & \cdots & w_{nw}
\end{bmatrix}
\]

Where, \( w_{ir} \) represents the correct rate of the dictionary \( w_{1} \), and \( w_{1w} \) represents the error rate of the dictionary \( w_{1} \).

Table 1 shows the example of similarity calculation methods based multi-dictionary, where \( w_{1} \) and \( w_{2} \) represent the two dictionaries respectively, \( w \) represents the corresponding correct rate of the similarity calculating method based on the corresponding dictionary, \( r \) represents the corresponding error rate of the similarity calculation method based on the corresponding dictionary.

<table>
<thead>
<tr>
<th></th>
<th>( w_{1} )</th>
<th>( w_{2} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r )</td>
<td>0.7</td>
<td>0.8</td>
</tr>
<tr>
<td>( w )</td>
<td>0.3</td>
<td>0.2</td>
</tr>
</tbody>
</table>

Table 1
Table 2 shows the calculus table of the above example. \( w1r \) represents the correct rate of the similarity calculation method based on dictionary \( w1 \) with the condition of considering two expressions have the similar relationship, \( w1w \) represents the error rate of the similarity calculation method based on dictionary \( w1 \) with the condition of considering two expressions have the similar relationship, \( w2r \) represents the correct rate of the similarity calculation method based on dictionary \( w2 \) with the condition of considering two expressions have the similar relationship, \( w2w \) represents the error rate of the similarity calculation method based on dictionary \( w2 \) with the condition of considering two expressions have the similar relationship.

Here the probability of the similarity calculation of two words in two dictionaries are correct is 0.56, the probability of the first dictionary calculated correctly and the second dictionary calculated error is 0.14; the probability of the first dictionary calculated error and the second dictionary correct is 0.24; the probability of both two dictionaries miscalculation is 0.06.

Table 3 shows the results of the similarity calculation method based on multi-dictionary. Carrying on the "or" operation of the similarity calculation method based on dictionary \( w1 \) and similarity calculation method based on dictionary \( w2 \) can get the results shown in Table 3. What can be found is that through the "or" operation of multiple dictionaries, can improve the correct rate to 0.94, and with respect to the original 0.8 and 0.7 in Table 1, all have greatly been improved.

The above example can be extended to \( n \) dictionaries. Assuming that, known by the principle of inclusion-exclusion:

\[
(\bigcup_{i=1}^{n} A_i) = \sum_{i=1}^{n} A_i - \sum_{i<j}^{n} (A_i \cap A_j) + \cdots + (-1)^{n}(A_1 \cap A_2 \cap \cdots \cap A_n)
\]

\[
w_r = w1r \cup w2r \cup \cdots \cup wnr
\]

\[
w_r^\text{max} = 1 - \prod_{i=1}^{n} wiw
\]

Where, \( w_r^\text{max} \) is the upper limit of the theoretical correct rate and the corresponding information entropy is:

\[
IC(w_r^\text{max}) = -\log p(1 - \sum_{i=1}^{n} wiw)
\]

The mutual cooperation of multiple dictionaries, to some extent, improves the correct rate of similarity algorithms, and meanwhile the above correct rate is under the assumption of independence of each dictionary, and when there are contacts between the dictionaries, the correct rate will be less than \( w_r^\text{max} \)

In summary, in order to improve the reliability of the calculation method of semantic similarity, we propose the following similarity algorithm based on multi-dictionary in our article: The similarity calculation method here plans to adopt the latest algorithm released by Korean scholars:

\[
sim(a, b) = \frac{2 \times [DL(a, b)]}{2 \times |a| + |b|} + \frac{2 \times [IL(a, b)]}{3 \times |a| + |b|}
\]

And where, \(|a|\) and \(|b|\) represent external links of the vocabulary (word), \( DL \) represents the direct link between the vocabularies, \( IL \) represents the indirect link of vocabularies.

The main steps of this modified semantic similarity algorithm are explained below:

- **Step1**: Initialize the multiple dictionaries;
- **Step2**: Utilize a specific similarity calculation method based on the dictionary and in accordance with a certain order to calculate the similarity of the corresponding words;
- **Step3**: If the similarity of a dictionary is higher than the threshold, then end the calculation, turn to Step4; Otherwise, continue the calculation and turn to Step2.
- **Step4**: Finally, output the result, the similarity takes the highest values of the similarity calculation method of the corresponding dictionary.

**IV. CONCLUSIONS**

The calculation of word similarity plays an important role in semantic retrieval, machine translation and many other fields. Although the in-depth studies of many scholars have achieved fruitful results, but due to the
complexity of Chinese vocabularies representation and the strong subjective of vocabulary semantic concepts and other factors, up to now word similarity calculation is still the content of the in-depth study of computational linguistics. And the traditional word similarity calculations are based on a single dictionary, ignore the combination and cooperation among dictionaries, thus this paper focuses on a modified similarity calculation method based on multi-dictionary through the combination of multiple dictionaries to improve the reliability of the calculation method of semantic similarity and finally the implementation steps of the similarity calculation algorithm are given. Through the above analysis and verification, the feasibility and effectiveness of the proposed algorithm can be achieved and our future work will be as follows:

The mentioned algorithm above is not very comprehensive, and based on this consideration, we will focus on the idea of comprehensive semantic similarity in our future work, First of all we intend to calculate the semantic similarity between two concepts with the combination of the depth and density of the ontology concept tree; then calculate the attributes similarity between two concepts; and finally the two similarities are weighted by impact factor.
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