Smart Acoustic Room System and its Application for Car Hand-free Telephone
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Abstract - In this paper, a new algorithm of Smart Acoustic Room (SAR) system is presented for partitioning room acoustically. That is, in different places of the room, one can hear to the desired signal. This is realized by robust estimation algorithm for well control of room acoustic impulse responses. Therefore, unwanted music or speech signal is canceled, while, at the same place, the desired signal (the desired music or speech) could be heard. And also, the application of smart acoustic room system for car hand-free telephone is presented. By using this new structure, echo and background music in the car will be canceled. In other words, people at far-end will not hear the background sound and echo signal from the near-end room. The computer simulation and experiment results support the theoretical findings and verify the robustness of the proposed algorithms.
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I. INTRODUCTION

Study of the room acoustic is an important topic in all kinds of speech processing and audio systems. In hand free telephony or in teleconferencing system, acoustic echo canceller (AEC) [1] is used to remove the echo signal from speech. Here, echo is generated due to acoustic couplage between loudspeaker and microphone in a room. The echo degrades the intelligibility of the communication. Therefore, AEC tries to estimate the room acoustic response and make a replica of the echo signal and remove it. Acoustic noise control (ANC) [2] system is another example to reduce acoustic noise in a location of the room. Here, the acoustic noise is propagated through room acoustic and ANC tries to estimate this acoustic path to generate an opposite signal similar to noise and reduce it appropriately.

In all kinds of above-mentioned examples, we need to estimate and control the room acoustic response between two locations. Nevertheless, this control could be imposed electrically (AEC) or acoustically (ANC), the adaptive digital filter (ADF) is used to perform this job with an appropriate algorithm.

Now, we want to introduce a room with smart acoustic (SAR). That is, the acoustic response between two (or more) points could be controlled smartly. By control, we mean to have a well estimation of the acoustic path between two points and then to make the appropriate signal to cancel an unwanted noise or to emphasis to a desired signal (speech or music). In a sense this SAR system works as like as conventional ANC. This is because, we make the control system to be imposed acoustically [3].

In this paper, first the aim of the Smart Acoustic Room system will be introduced. Then we do like to present a simple SAR system by using two speakers and one microphone, the aim of this system is to make a null point at the microphone position locally. That means by control the impulse responses we cannot hear anything at the microphone position. This system includes: the FXLMS [2] based SAR algorithm and SAR algorithm by using virtual microphone [3], [4]. The FXLMS based SAR algorithm is similar to the ANC that estimates the secondary acoustic impulse response (path) by off-line. This solution is not an efficient algorithm. So the Smart Acoustic Room (SAR) system by using the virtual microphone is presented. In this system, the first path and secondary path can be estimated simultaneously. The simple SAR system just can be implemented under a simple single-talk condition, it cannot work under a double-talk condition. As a solution, the SAR algorithm based on correlation function is presented. In this system, there are four speakers output two independent signals. By control the impulse responses smartly, the signals in the room can be separated. We mean to have a well estimation of the acoustic path and then to make the appropriate signal to cancel an unwanted noise or to emphasis to a desired signal (speech or music). Finally we apply the SAR system base on correlation function algorithm [5] into the echo cancellation for car hand-free telephone [6]. That is, by smartly control the impulse response in the room the signals from the loudspeakers will be cancelled at the microphone position. This is a new type echo canceling, it is different with the conventional echo cancellation, which cancel the echo
signals in the telephone system electronically. To demonstrate the validity and the robustness of the proposed algorithms, a lot of simulation and experiments have been done.

II. SMART ACOUSTIC ROOM SYSTEM

A. Aim of Smart Acoustic Room System

As shown as Figure 1, suppose that we want to listen to a Jazz music in one portion of a room and at the same time other fellow wants to listen to a classic one in the other side of the room. Also, we do not want to use headphone as it totally isolate the person from surrounding. Other example is in a conference room or big hall, that we have two kinds of audiences. In one section, audiences want to listen in Japanese while in other section international audiences are seated and they want to listen to the speech in English. Again we do not want to use headphone as here is very costly to manage the system for each person and the Hall should be designed for that or we need transceiver, which is also costly. But if we design the acoustic response such that Japanese loudspeaker covers the desired location while English loudspeaker covers the other part, just by seating in the right place one can hear to desired language. There are much more applications of SAR system. ANC is an especial case of SAR, because in a room we want to reduce the noise source propagation to a location. In more general case, we can define acoustic channels similar as radio or TV channels. Imagine you want to change the channel of TV by using a remote control. The same is possible to be performed for acoustic channel. But, the difference here is location dependency of the remote control. That is, depending on place of the remote control, one can push a bottom to listen to a specific program that be propagated to that place only. If we move the remote control to other location in the room, we can select another program and set the acoustic path to listen only to specified program. Therefore, in SAR we require to change and control acoustic impulse response of the room, as we desire.

Of course, sound propagation through acoustic channel from one loudspeaker could cause perturbation for the other one. This is because in contrast to electromagnetic propagation and frequency division multiplexing (by using proper modulation technique) is not possible in acoustic wave propagation. Therefore, by using a powerful algorithm in adaptive digital filter, one can make the null point (zero point) of an acoustic source to be set in specific location and/or move it to any other location. Also, in future work of this class of algorithms the stereo effects [7] will be considered.

B. Definition of SAR System

In Figure 2, a SAR model is shown [3]. The source signal \( x(n) \) is for instance a record player output or any audio electric signal. This signal usually converted to acoustic signal through an amplifier and a loudspeaker in order to propagate in a room for listening. The acoustic impulse response from Speaker \( S_1 \) to the microphone \( M \) is \( w_1(n) \) and the one from Speaker \( S_2 \) is \( w_2(n) \). The aim of this algorithm is to make a null point at the place of microphone \( M \). For this purpose, we put one adaptive filter estimator \( h(n) \) in order to predict the acoustic paths and to zero-enforce the signal of \( M \). The signal of microphone is called the error signal, \( e(n) \), and it is obtained as follows:

\[
e(n) = x(n) * w_1(n) + x(n) * h(n) * w_2(n)
\]

where * denotes the convolution calculation.

If \( h(n) \) is adapted perfectly, then the error signal will be diminished to zero. That is we can make a null point at the microphone position. Therefore, in Z transform we have:

\[
X(z) * W_1(z) + X(z) * H(z) * W_2(z) = 0
\]

That is:

\[
H(z) = -\frac{W_1(z)}{W_2(z)}
\]

As it shown in Figure 2, similar as the ANC, assuming that the acoustic pass \( w_2(n) \) is the secondary path, off-line modeling can be used to estimate \( w_2(n) \) during an initial training stage. When the \( w_2(n) \) was known, the input of the adaptive filter can be defined as:
\[ z(n) = w_2(n) \ast x(n) \] (4)

Then the coefficients of the adaptive filter \( \hat{h}(n) \) can be update by using the LMS algorithm, this solution is called Filtered X LMS FXLMS algorithm.

\[ \hat{h}_i(n+1) = \hat{h}_i(n) - 2\mu e(n)z(n-i) \] (5)

As we know, the FXLMS algorithm is not an efficient algorithm, because we must estimate the secondary path by off-line. If the secondary path was changed, the error signal will be mislead estimation of the adaptive filter. To solve this problem, the virtual microphone algorithm was presented.

C. Smart Acoustic Room (SAR) System by using Virtual Microphone

In this paper, we challenge to control the acoustic response between two points as shown in Figure 3. That is by using two speakers and one microphone to make an acoustic null point at the microphone position. In Figure 4, a SAR model by using the virtual microphone [4], [5] is shown. The source signal \( x(n) \) is for instance a record player output or any audio electric signal. This signal usually converted to acoustic signal through an amplifier and a loudspeaker in order to propagate in a room for listening. The acoustic paths from Speaker S1 to the microphone M is \( w_1(n) \) and the one from Speaker S2 is \( w_2(n) \). We want to make a null point at the place of microphone M. For this purpose, first we put one adaptive filter estimator \( h(n) \) in order to predict the acoustic paths and to zero-enforce the signal of M. The signal of microphone is called the error signal, \( e(n) \), and it is obtained as follows:

\[ e(n) = x(n) \ast w_1(n) + x(n) \ast h(n) \ast w_2(n) \] (6)

Aside of speakers S1 and S2, we imagine that we have two virtual speakers \( \tilde{S}_1 \) and \( \tilde{S}_2 \) in parallel with S1 and S2, respectively. Also, we define two virtual acoustic paths for \( \tilde{S}_1 \) and \( \tilde{S}_2 \) as \( \tilde{w}_1(n) \) and \( \tilde{w}_2(n) \) from each virtual speaker to a virtual microphone M (see Fig. 2). The signal of the virtual microphone is \( \tilde{e}(n) \). According to Eq. 2, we can write the following relation for the virtual paths:

\[ \tilde{e}(n) = x(n) \ast \tilde{w}_1(n) + x(n) \ast h(n) \ast \tilde{w}_2(n) \] (7)

If \( h(n) \) is adapted perfectly, then the virtual error signal will be diminished to zero. Therefore, in Z transform we have:

\[ X(z) \ast \tilde{W}_1(z) + X(z) \ast H(z) \ast \tilde{W}_2(z) = 0 \] (8)

That is:

\[ H(z) = -\frac{\tilde{W}_1(z)}{\tilde{W}_2(z)} \] (9)

From Eq. (1) and (3), we conclude that:

\[ \frac{W_1(z)}{\tilde{W}_1(z)} = \frac{W_2(z)}{\tilde{W}_2(z)} \Rightarrow \frac{W_1(z)}{W_2(z)} = \frac{W_2(z)}{\tilde{W}_2(z)} = a(z) \] (10)

Function \( a(z) \) describes the relation between the real and virtual part of the system. Then we can use two simple LMS adaptive filters to estimate the impulse responses \( w_1 \) and \( w_2 \). For estimation the \( w_1 \), the error signal can be written:

\[ E_{w_1}(z) = [W_1(z) - a(z)\tilde{W}_1(z)]X(z) \]
\[ = W_1(z)X(z) - \frac{W_2(z)}{W_2(z)}\tilde{W}_1(z)X(z) = E(z) \] (11)

As the same for estimation the \( w_2 \), the error signal can be written:

\[ E_{w_2}(z) = -E(z) \] (12)

That is, the acoustic paths \( w_1(n) \) and \( w_2(n) \) can be estimated by using the real error \( e(n) \). In order to reduce the computational complexity at this time all the computation will be done in the frequency domain [6]. First, the FFT of the input signals \( x(n), y(n) \) are calculated.

\[ F_x(n, p) = \sum_{k=0}^{N-1} x(n-k)W^{kp} \] (13)
\[ F_y(n, p) = \sum_{k=0}^{N-1} y(n-k)W^{kp} \] (14)

where \( W \) shows complex exponential \( e^{-j(2\pi/N)} \), \( N \) is the impulse response length. Then, the FFT transform of the error signal is calculated.

\[ F_e(n, p) = \sum_{k=0}^{N-1} e(n-k)W^{kp} \] (15)

That is:

Therefore, for estimation the \( w_1 \), the error signal can be written:

\[ E_{w_1}(z) = [W_1(z) - a(z)\tilde{W}_1(z)]X(z) \]
\[ = W_1(z)X(z) - \frac{W_2(z)}{W_2(z)}\tilde{W}_1(z)X(z) = E(z) \] (11)

As the same for estimation the \( w_2 \), the error signal can be written:

\[ E_{w_2}(z) = -E(z) \] (12)

That is, the acoustic paths \( w_1(n) \) and \( w_2(n) \) can be estimated by using the real error \( e(n) \). In order to reduce the computational complexity at this time all the computation will be done in the frequency domain [6]. First, the FFT of the input signals \( x(n), y(n) \) are calculated.

\[ F_x(n, p) = \sum_{k=0}^{N-1} x(n-k)W^{kp} \] (13)
\[ F_y(n, p) = \sum_{k=0}^{N-1} y(n-k)W^{kp} \] (14)

where \( W \) shows complex exponential \( e^{-j(2\pi/N)} \), \( N \) is the impulse response length. Then, the FFT transform of the error signal is calculated.

\[ F_e(n, p) = \sum_{k=0}^{N-1} e(n-k)W^{kp} \] (15)
\[
\begin{align*}
\tilde{W}_1(n+1, p) &= \tilde{W}_1(n, p) + \frac{2 \mu F_1(n, p) F_1^*(n, p)}{1 + \text{tr}[F_1(n, p) F_1(n, p)]]} \\
\tilde{W}_2(n+1, p) &= \tilde{W}_2(n, p) + \frac{2 \mu F_2(n, p) F_2^*(n, p)}{1 + \text{tr}[F_2(n, p) F_2(n, p)]}
\end{align*}
\]

(16)

(17)

The superscript * shows the Hermitian transposition and \(\text{tr}[\cdot]\) means the trace operator. Finally \(H(z)\) is calculated by Eq (14) and \(h(n)\) can be calculated by using the inverse FFT transform.

D. Smart Acoustic Room System based on Correlation Function

In this section, the SAR algorithm based on the correlation function [8] [9] [10] [11] is presented. The SAR system is shown in Figure 5. The aim of this system is that by control the acoustic impulse responses the signals in the room can be separated. The person can choose the desired signal just by seating at the different position. As shown as in Fig.3, the person who seating at the position A just can hear the desired signals from speakers S3 and S4, because the signals from speakers S1 and S2 was cancelled. The same process will be done for the position B. The person who seating at the position B, just can hear the desired signal from the speakers S1 and S2.

Because the processes for position A and B are same, at here just the process for the position A will be introduced. In the Figure 6, the structure of the proposed SAR algorithm is shown. The desired signal from speakers S3 and S4, are assumed as the double-talk signals. Also the proposed algorithm will be implemented in the frequency domain.

For the double-talk condition the signal from the microphone will be defined as follows:
\[
d(n) = e(n) + s(n)
\]
\[
= x(n) * w_1(n) + x(n) * h(n) * w_2(n) + s(n)
\]
(18)

First the auto-correlation of the input signal is calculated:
\[
R_{xx}(n, k) = \sum_{j=0}^{n} x(j) x(j - k)
\]
(19)

\[
R_{yy}(n, k) = \sum_{j=0}^{n} y(j) y(j - k)
\]
(20)

And then the cross-correlation function is calculated:
\[
R_{dx}(n, k) = \sum_{j=0}^{n} d(j) x(j - k)
\]
(21)

\[
R_{dy}(n, k) = \sum_{j=0}^{n} d(j) y(j - k)
\]
(22)

The fast Fourier transform is shown as below:
\[
F_n(x(n), p) = \sum_{k=0}^{N-1} x(j) e^{-j2\pi kn/N}
\]
(23)

\[
F_{yn}(y(n), p) = \sum_{k=0}^{N-1} y(j) e^{-j2\pi kn/N}
\]
(24)

\[
F_{dx}(d(n), p) = \sum_{k=0}^{N-1} d(j) x(j) e^{-j2\pi kn/N}
\]
(25)

\[
F_{dy}(d(n), p) = \sum_{k=0}^{N-1} d(j) y(j) e^{-j2\pi kn/N}
\]
(26)

So the acoustic paths can be updated by:
\[
\tilde{W}_1(n+1, p) = \tilde{W}_1(n) + \frac{2 \mu F_{dx}(n, p) F_{dx}^*(n, p)}{1 + \text{tr}[F_{dx}(n, p) F_{dx}(n, p)]}
\]
(27)

\[
\tilde{W}_2(n+1, p) = \tilde{W}_2(n) - \frac{2 \mu F_{dy}(n, p) F_{dy}^*(n, p)}{1 + \text{tr}[F_{dy}(n, p) F_{dy}(n, p)]}
\]
(28)

The superscript * shows the Hermitian transposition and \(\text{tr}[\cdot]\) means the trace operator.

E. Application of Smart Acoustic Room System

In this section we applied the SAR system into the car hand-free telephone. In order to verify the robustness of the proposed algorithm, some computer simulations were done.

In this simulation, the car hand-free telephone was used to collect the signal from the speakers S1 and S2. As shown as in Figure 7, we assume that the person was talking by using the hand-free telephone under a music environment in the car. In this condition, the music signal and the echo signal from the far-end room are unwanted. If we had a good estimation of the acoustic paths from the speakers to the microphone, and then could to make the
appropriate signal to cancel the unwanted background music signal. Therefore, the people at far-end will not hear the background music and echo signals from the near-end room, the quality of communication is improved.

In this system, two adaptive filters by using the SAR system are used, one is used for the echo canceling, one is used for the background music canceling. The structure of the echo canceller is shown as Figure.8. The input signal \( x(n) \) is the speech signal from the far-end. In this adaptive filter system, the background music signal and the voice of the person who is talking in the near-end room are assumed as the double-talk signal \( s(n) \). And also the same structure is used for the background music canceling. The input signal \( x(n) \) is the background music signal, the speech signals from the far-end and near-end room are assumed as the double-talk signal \( s(n) \). So if the impulse responses \( w_1 \) and \( w_2 \) were estimated, the echo and the background signals could be canceled at the microphone position just using one microphone.

![Figure 7. SAR system for the car hand-free telephone](image)

**Figure 7.** SAR system for the car hand-free telephone

![Figure 8. Echo and Background Music canceling by using SAR system](image)

**Figure 8.** Echo and Background Music canceling by using SAR system

### III. EXPERIMENTAL AND SIMULATION RESULTS

First to demonstrate the validity and the robustness of the SAR algorithm by using the virtual microphone in the real world, some experiments were performed. At first, the real world acoustic impulse responses of 81 positions that we named 1-1 to 9-9 were measured. The distance between two positions is 20cm. The experiment environment is shown as Figure.9. The real world impulse response is 256 taps. Then by using the measured impulse response, some simulations were done. The input signal \( x(n) \) is a music sound. The aim is that by using the virtual microphone SAR system to make a null point at position 5-5. It is mean that the acoustic response between two points could be controlled smartly. At position 5-5 we cannot hear anything from the two speakers. And also, the characteristics of the other position around of the position 5-5 were examined.

In the table 1, the Mean Squared Error (MSE) of SAR algorithm by using the virtual microphone is shown. At the position 5-5 the SAR algorithm by using the virtual microphone converges to –35db. That is, by smartly control the acoustic impulse responses, a null point at the microphone position, at this position 5-5 the person almost can not hear anything. And because the similarity of impulse responses, SAR system can make a null point almost 40-60 cm ranges. In the Figure.10, the 3D hole of the MSE is shown.

Then in order to test the algorithm activity, some computer simulation were done. The acoustic paths \( w_1(n) \) and \( w_2(n) \) of the room were assumed to have exponential decaying shape that decreases to –60dB after M sample, which were defined as follows:

\[
 w_{1,2}(i) = \text{Randn}[\exp(-8i/M)]
\]

where Randn is a normal distributed random number between +1, -1 with zero mean and unit variance. W1,2 are the impulse responses from the speakers S1 and S2 to microphone, respectively.

To measure the performance of the algorithm, also the MSE (Mean Squared Error) is used. The Mean Squared Error (MSE) of the algorithms is shown. The MSE can be defined as:

\[
 \text{MSE} = \frac{1}{M} \sum_{k=1}^{M} e(k)^2
\]

The input signal \( x(n) \) for the two adaptive filters were shown in Figure.11-a and 11-b, respectively. The input signal of the background music canceling is a music signal as shown in Figure.11-a. For the echo canceling, the input signal is a speech of woman in English as shown in Figure.11-b. In Figure.11-c, the waveform of the error signal at the microphone position is shown. The unwanted signals were canceled at the microphones position locally. Therefore, the people at far-end will not hear the echo and background music signals from the near-end, the quality of communication is improved. In Figure.11-d, MSE of the SAR system was shown. The MSE of the proposed algorithm converged to -38dB.
IV. CONCLUSIONS

In this paper, a new class of smart acoustic room system algorithm and its application are presented. By control the impulse responses smartly, we mean to have a good estimation of the acoustic paths from the speakers to the microphone, and then to make the appropriate signal to cancel the unwanted signal. The computer simulation and experiment results support the theoretical findings and verify the robustness of the proposed algorithms.
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