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Abstract—This paper considers the difficulties in community discovery, and comes up with a community discovery algorithm on the basis of role assorted thoughts. Previous work indicates that a robust approach to community detection is the maximization of inner communication and the minimization of the in-out interaction. Here we show that this problem can be solved accords to the role assorted method which give distinguish labels to vertices in the same community. This method leads us to a number of possible algorithms for detecting community structures in both unweighted and weighted networks. The applicability and expandability of algorithms proposed are illustrated with application to a variety of computer-generated networks and real-world complex networks.
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I. INTRODUCTION

Networks have attracted considerable recent attention in biology and other fields as foundation for the mathematical presentation of a variety of complex systems. [1-4]. It seems that all complex systems can be abstracted as networks which are combined by all kinds of interacting units. Therefore, network provides a totally novel, intuitive method for complex system research. It is of great value to find community structures in complex network. E.g. communities in social network are used to reveal the groups of users have similar interests, habits and background[5-7]. Community discovery in citation system helps readers to quickly find the papers they want. Communities in biochemical networks help researchers to find the functional related units[8-11], to name but a few.

The research of community discovery is first proposed by Girvan and Newman[12,13]. They put forward some classic CDAs such as G-N and fast G-N, besides, Newman also proposed a method to measure the results of CDAs which was called modularity. As we all know, modularity is indeed a good way to test whether the discovery results is good or not, however, it is limited in unweighted networks while not suit for weighted networks. Especially now that the development of SNS[14] has become an inevitable tendency all over the world, CDA should try its best to work for good social network services. In that case, some scholars are not content with singly find community structures in the entire network, but prefer to explore the structure inside a community and refine the community division results.

Advertising practitioner Fang Shouxing said that there is a “law of special” in the procedure of website promotion. That is to say, there are three kinds of people play very important roles during the course of information dissemination. First, authorities with great stores of knowledge in one or more frontiers. For websites and application platforms, lots of successful founders on the internet are either authorities or the contact of authorities, this kind of people have special perspectives to convene experts. In other words, they are the leaders in their communities. Second, liaisons, this kind of people have talents in social interactions. Generally speaking, liaisons keep in touch with different communities at the same time. Six degrees of separation tells us that every two people in the world can reach each other within six degrees. However, it is not means any one in the world is able to reach the others but only some special ones who have access to different communities can. Most people keep in touch with world by these few special ones. Third, recommender, they take charge of “the last mile” which means they persuade people to buy the things they recommend. Most recommenders are just ordinary users, they may far away from the authoritative experts and the smooth liaisons, but they can persuade our target user to accept their idea. Whether information can be propagated like virus or not depends on how many powerful recommenders are working for you. Make every user be your recommender maybe every website’s dream. Recommenders on SNS may be the target user’s most trusted people, or their nearest neighbors.

The above mentioned three kinds of people are often called the opinion leaders on the website. Most users take leaders’ opinions as their references to browse pages or to...
buy goods while they do not sure what they want from the Internet.

As far as our goals in this paper are concerned, a very useful method is that taken by social network analysis with the set of knowledge known as collaborative filtering[15-19] and the theory of space vector model[20]. This knowledge is aimed at mining natural structures in social networks, based on both the adjacent relationship and the strength of connection between vertices which is called role assorted community discovery algorithm. RACDA is a kind of agglomerative algorithm who focuses on the addition of vertices to different communities. In this agglomerative method, similarities are calculated by one method or another between vertices and communities.

Frankly speaking, agglomerative methods have some problems on the procedure of finding the right community structure. One concern is that they fail with some frequency to find the correct communities in networks where the community structure is known, which makes it difficult to place much trust in them in other cases. Another is their tendency to find only the cores of communities, and leave out the periphery[21]. Besides, in cases those vertices only have a single link to a specific community, agglomerative methods often fail to place such vertices correctly.

However, in this paper, we come up with a novel agglomerative CDA which based on the theory of space vector model. This method has been relatively little studied in the previous literature, either in social network theory or elsewhere. Here we introduce the concept of community seed, community eigenvector and liaisons. In this agglomerative method, we start with finding the community seed and use community eigenvectors to represent the adjacent circumstances in each community, take figure 1 as example; community seeds 5, 6 and 11 are primarily found. By calculating the similarity between free vertices and communities repeatedly, we get the entire network’s natural structures and the illustration diagram for the communities we get as figure 2 shows.

The approach we take follows roughly these lines, but adopts a some what different heuristic viewpoint. Rather than starting with randomly choosing vertices in the network, we make a list of ranking nodes in decreasing order of fitness, which makes sure the priority of vertices with better position. We pay much more attention to the similarity between vertices and communities instead of similarities in node pairs. Besides, by doing some marks to the vertices which are divided into the same communities, we can also find the liaisons among different communities. How this idea works out in practice will become clear in the course of the presentation.

Briefly then, the outline of this paper is as follows. In section II we describe the crucial concepts behind our algorithm and show how these concepts works in the implementation of our method. In section III, we describe the detailed implementation of our algorithm. In section IV, we give a number of applications of our algorithms to particular networks. At the end of this paper, we give a conclusion.

II. COMMUNITY DETECTING FOR SOCIAL NETWORK SERVICE

In this paper, we present a new algorithm for network clustering. Our discussion focuses primarily on networks with a type of weighted edges while generalization to less complicated network types is certainly possible.

There are three central features that distinguish our algorithms from those that have preceded before. First, our algorithms are aimed at finding three kinds of special people on the network and use the influence of the special to find community structures behind the network. Second, we introduce the application of space vector model in community discovery. Third, characteristics of community are represented by community eigenvectors which is totally different from the metric’s eigenvector.

To make things more concrete, we use example to illustrate how the space vector model works in this algorithm.

Both the adjacent relation and the intimacy relation are represented by vectors. Before further explanation, we firstly define that the adjacent matrix of network is Matrix and the intimacy relation matrix of network is R-Matrix. Each row in adjacent matrix shows a vertex’s adjacent relation with others while each row in R-Matrix shows the intimacy degree of each pair of vertices, which is showed as . The intimacy relation vector of communities in weighted networks can be
calculated as formula (1). Values on the edge are added to the community eigenvector to show the intimacy between vertex and the existing community. Both the adjacent topology and the intimacy between vertices become the factors to judge the adscription of vertices.

\[
\text{foreach vertex } i \text{ in } SN
\]

\[
V_{si} = V_{si} + V_{<e_{i1}, e_{i2}, \ldots, e_{in}>}
\]  

(1)

The totting-up of relation during the procedure of structure division makes the close-knit vertices come closer while expand the gaps between different communities.

This measure is only a suggestion; many others are possible and may well be appropriate for specific applications.

Another way in which our method differ from previous ones is in the procedure of doing distinguish marks for vertices with different characteristics, which means network managers are able to provide different levels of protection for vertices in the same community. We put vertices into three classes in the procedure of community detection: community seed, liaison and direct recommender.

**Definition 1**: Community seed. seeds are the initial users in a community; it must be trust worthy and also have a large number of neighbors.

**Definition 2**: Liaison. They take charge of information dissemination among different communities. Liaisons belong to the overlapped area of different communities and they help people from different groups to communicate and share messages.

Thus the general form of our community structure discovery algorithm is as follows:

1. Construct the adjacent map for network;
2. Add intimacy value to each edge accords to the intimacy between vertex pairs and save this intimacy relation matrix;
3. Calculate the fitness value for each vertex and build the fitness list;
4. Find the community seeds, liaisons according to the chosen principle bellowed and divide the whole network.

In fact, it appears that the last two steps are the most important features of our algorithm as far as getting satisfactory results are concerned. As our studies mentioned above, once the community seed and the liaisons are found, the exact community structures will be very clear.

Seeds in a weighted network do not only need a large number of adjacent neighbors but also need to be trusted. We suppose that there is a network N, A_N and T_N are separately N’s adjacent matrix and intimacy matrix, in that way, we use formula (2) to measure vertex i’s average value of being trusted.

\[
C_i = \frac{\sum_{j=1}^{n} T_{i,j}}{\sum_{j=1}^{n} A_{i,j}}
\]  

(2)

To better weigh the vertices’ position in the network, in other words, to set a criterion to rank the vertices, we set a fitness function.

\[
F_i = \alpha \sum_{j=1}^{n} A_{i,j} + \beta \times C_i
\]  

(3)

As we can see, fitness value is affected both by the number of adjacent neighbors and the average intimacy value. \(\alpha\) and \(\beta\) decide the weight proportion of adjacent neighbors and the intimacy value. To distinguish the community seed and the liaison, we also set a minimum intimacy threshold \(\epsilon\) which will be showed how it works in the following part.

Community seeds and liaisons are chosen as below shows.

All vertices are sorted in decreasing order of fitness value which constitutes a list \(L_{fit}\). Community seeds set \(S\) and liaison set \(L\) are both initialized to empty. Vertices in \(L_{fit}\) are checked in turn from the beginning to the end of the list. Calculate the similarity between free vertex \(i\) and the existing community \(SN\), if similarity\((i, SN) < \delta\) and \(C_i > \epsilon\), it becomes a new seed and is added to \(S\); else if \(C_i < \epsilon\), \(i\) becomes a liaison and is put into \(L\); if there are many existing communities, and only similarity\((SN_1,i) > \delta\), \(i\) becomes a member of \(SN\), else if both similarity\((SN_1,i) > \delta\) and similarity\((SN_2,i) > \delta\), we mark \(i\) as liaison and put \(i\) into the community with which it has larger similarity; Iteratively calculate the similarities until the end of the list. At the end, take out of the vertices in \(L_{fit}\) and put them into suited communities.

The similarity between community \(SN\) and vertex \(i\) is calculated as formula (4) which is enlightened by CF.

\[
Sim(SN,i) = \cos(SN,i) = \frac{V_i \cdot V}{\sqrt{V_i \cdot V}}
\]  

(4)

We can also use the Pearson coefficient to measure the relation similarity between free vertices and existing communities. For the simple networks we studied in this paper, we set the minimum similarity threshold as \(1/n(n-1)\) (\(n\) is the size of network). The flow chart of our algorithm is as figure 3 shows.

In the next part of our paper, we demonstrate the efficiency and expandability of our algorithm with a number of examples and show that our algorithm can be reliably and sensitively extract community structures from both artificially generated and real-world networks with known community structures. Besides, we also prove how our algorithm can be used to analyze networks whose structure is otherwise difficult to comprehend. The networks studied include a collaboration network of scientists, in which our method allows us to generate similarity comparison diagrams of the whole network.

**III. IMPLEMENTATION**

In theory, the description of the preceding section completely define the methods we consider in this paper, but in practice there are a number of subtleties to their
implementation that are important for turning the description into a workable computer algorithm.

![Figure 3. The detailed procedure of RACDA.](image)

Essentially most of the work in this algorithm is in the calculation of the similarity between free vertices and the existing communities; the job of choosing appropriate $\alpha$ and $\beta$ for fitness function becomes the most pressing matter of the moment for RACDA. Figure 3 uses pseudocode to show the general flow of our algorithm.

### A. Undirected, weighted networks

This algorithm dynamically set the number of communities in a complex network accords to the community seeds. To illustrate the fundamental principles and running results of our algorithm, we constructed a small weighted network $N$ like Figure 4 shows. The adjacent matrix and trust matrix of this network are showed below. From Figure 4 we can see that each edge has a weight to label the intimacy between vertices.

![Figure 4. A weighted network](image)

During the course of study we find that most scholars pay much attention to the degree of nodes which results in the misleading of communities. For example, vertex 8 will becomes a member of the left side community and plays a core role in it if we don’t think about the weight on edges. However, we find that the values on edges that contact vertex 8 to others is very small which means vertex 8 is not very trust worthy. In other words, vertex 8 is a liaison instead of a seed. Here we show the adjacent matrix and the intimacy matrix of $N$, and present the results of RACDA. We use $A_N$ to represent the adjacent matrix of Figure 4, $T_N$ represent the trust matrix.

![Table 1. The fitness of vertices in network $N$.](image)

We set $\alpha = 0.6$ and $\beta = 0.4$, the fitness table of Figure 4 is as Table I shows.

Formula (5) is used to set the minimum trust threshold.

$$\epsilon = \frac{\sum \sum f_{ij}}{2|E|}$$

Formula (5) tells us that threshold $\epsilon$ is the average value of weight on each edge, for network $N$, $\epsilon = 2.45$ and the minimum similarity threshold is 1/17. We use $\bigcirc$, $\bigtriangleup$ and $\blacklozenge$ to separately represent the community seed, ordinary user and liaisons in a community. Figure 5
shows the dividing results of Figure 4 and Figure 6 is the output of RACDA.

From Figure 7 we can easily get the central vertices in Les Miserables. Compared vertex 43 and 72 we can see that their roles are different, and the only difference between 43 and 72 is that the intimacy between 43 and 11 are much stronger than the intimacy between 72 and 11 while the intimacy between 72 and 26 are stronger than 43 and 26. Figure 8 shows the dividing result of G-N to Les Miserables. Figure 9 illustrates the differences between community seeds and liaisons, although vertex 27 has a lot of neighbors, the intimacy between 27 and its neighbors is rather distant which limits 27 to a liaison rather a seed. Another difference between figure 9 and 10 is the situation of vertex 16 and 57, in figure 10 we can see that the relationship in communities is much closer than the relationship between different communities.

Here we set $\alpha = 0.6$ and $\beta = 0.4$ to calculate the fitness for vertices in Les Miserables. Figure 9 is the dividing result of unweighted Les Miserables while Figure 10 represents the dividing result to weighted Les Miserables.
On the procedure of clustering, we use intimacy relation-weighted community eigenvectors and get exciting results. If we do not add intimacy values to edge, some vertices who located at the margin area of different communities will be divided into wrong groups. Such as vertex 2 and 3, because vertex 11 is much more central than vertex 0 and it also has much more sophisticated relationships, which result in $v_i$ and $v_j$ fall into the community that vertex 11 in. In that way, vertices 2 and 3 were divided into the wrong community. However, if we use intimacy weighted eigenvectors, the denominator of similarity between vertex 3 and community A (vertex 11 lead) becomes very small while the denominator of similarity between 3 and community B (vertex 0 lead) stays almost the same. Taking both the adjacent relationship and the intimacy between pairs into consideration, we get exactly what we want.

B. Undirected, unweighted networks

Figure 10. The dividing result of RACDA to weighted Les Miserables.

Figure 11. Output of RACDA to Zachary Club

Figure 12. Dividing result of RACDA to Zachary Club

IV. COMPARISON

Here we show the comparison results of modularity on different real-networks of various kinds of community discovery algorithms.

<table>
<thead>
<tr>
<th>Name</th>
<th>Football</th>
<th>Karate Club</th>
<th>Dolphins</th>
<th>Les Miserables</th>
</tr>
</thead>
<tbody>
<tr>
<td>GN</td>
<td>0.377</td>
<td>0.395</td>
<td>0.381</td>
<td>0.082</td>
</tr>
<tr>
<td>Fast G-N</td>
<td>0.376</td>
<td>0.360</td>
<td>0.379</td>
<td>0.074</td>
</tr>
<tr>
<td>Polish</td>
<td>0.327</td>
<td>0.358</td>
<td>0.226</td>
<td>0.107</td>
</tr>
<tr>
<td>RACDA</td>
<td>0.484</td>
<td>0.401</td>
<td>0.379</td>
<td>0.486</td>
</tr>
</tbody>
</table>

From Table II we know that RACDA gets the highest modularity on all kinds of social networks, especially on complex networks. Fast G-N has smaller complexity while sacrifices the division accuracy.

The results of RACDA showed above use unweighted edges in the network which means the fitness function is as formula (6) shows.

$$ F_i = \sum_{j=1}^{n} A_{ij} $$

Under this situation, the degree of vertices becomes the only element to measure the centrality of vertices.

The primary remaining difficulty with our algorithm is how to use modularity to test the quality of our algorithm. For weighted networks, link-in and link-out numbers are not the only standard to judge the cohesion level of a community, but also the weight of edges are also needed to be taken into consideration, especially edges between different communities. Besides, the methods to define the minimum similarity threshold and the minimum trust threshold need to be optimized as well. Most networks with complicate topologies and indistinct levels have their own characteristics and we should set special values for them. However, a better approach would be to find some improvement in the algorithm itself to optimize the results of clustering.

V. CONCLUSION

In this paper, we describe a new algorithm for social community discovery, the task of extracting the natural
community structures from networks of vertices and edges. This is a problem long studied in computer science, applied mathematics, physics, and the social science. Especially with the development of SNS, community discovery is playing a more and more important role in E-commerce and SNS websites. Whether from the viewpoint of social network service or network security, community discovery would become a hot-topic for the next development of complex adaptive system. We believe the methods described here give a good solution to community discovery. Our algorithm is defined by two crucial features. First, we use three labels to distinguish the users in the same community which provides a promise for personalized recommendation. Besides, the differentiation also makes it possible to give special protections for different users which enhance the robustness of the network. Second, our methods include a recalculation step until the vertices are all put into the right communities. This step, which determines the ascription of vertices, turns out to be of primary importance to the success of our algorithm. Without the similarity recalculation, this algorithm fails miserably at even the simplest clustering tasks.
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