Coherence Research of Audio-Visual Cross-Modal Based on HHT
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Abstract—Visual and aural modes are two main manners that human utilize to senses the world. Their relationship is investigated in this work. EEG experiments involving mixed aural and visual modes are designed, utilizing Hilbert-Huang Transform (HHT) and electroencephalogram (EEG) signal processing techniques. During EEG data processing, I-EEMD method of similar weighted average waveform extension is proposed to decompose the EEG signals, specifically accounting for the problem of end effects and mode mixing existing in the traditional HHT. The main components of are obtained after decomposing the signals including mixed modes with I-EEMD respectively. The correlation coefficient of consistent and inconsistent mixed signal is calculated, and the comparison is made. Investigation on the comparison condition of the correlation coefficient indicates that there is coherence in both the visual and aural modes.

Index Terms—EEG; Audio-visual; Coherence; HHT; EEMD

I. INTRODUCTION

Human obtain information from the outside world with different sensory channels such as vision, hearing, touch, smell and taste. However, the role of different sensory modalities for human memory and learning are not independent of each other. The encouraging research results” Cross modal learning interaction of Drosophila” of Academician Aizeng Guo and Dr. Jianzeng Guo of Chinese Academy of Sciences proves that there are mutually reinforcing effects between modal of visual and olfactory in drosophila’s learning and memory [1]. Then, whether the human’ visual and auditory are able to produce a similar cross-modal collaborative learning effect? Can we take advantage of this learning effect to strengthen the information convey efforts, and then produce the effect of synergistic win - win and mutual transfer on memory? Human beings obtain and understand the information of the outside world by multiple sensory modalities [2] [3]. However, the information from multiple modalities sometimes may be consistent, and sometimes may be inconsistent. So that it requires the brain to treat and integrate the information and form a unified one. Since vision and hearing are the primary ways to percept the outside world for human [4], the coherence research for the information in the visual and audio channels is particularly important, and it also has the extraordinary significance for discovering the functional mechanism of the brain. Therefore, the coherence research of audio-visual information and its function in knowing the world and perceiving the environment will contribute to improving the lives of the handicapped whose visual or audio channel is defective, and make the reconstruction of some functions in their cognitive system come true [5].

Meanwhile, it will also give the active boost to improve the visual and audio effect of the machine and further develop the technology of human-computer interaction. Human brains’ integration to the visual and auditory stimuli of the outside world is a very short but complicated non-linear process [6] [7]. In recent years, EEG is widely used in the visual and audio cognitive domain. EEG is the direct reflection of the brain electrical physiological activity, of which the transient cerebral physiological activities are included [8] [9] [10]. Accordingly, some researchers consider the transient process of the brain integrating the visual information and audio information mutually can cause the electric potential on the scalp surface to change [11]. Event-Related Potential (ERP) is the brain potential extracted from EEG and related to the stimulation activities. It can establish the relations between the brain responses and the events (visual or auditory stimulus), and capture the real-time brain information processing and treating process. Thus, in recent years, when the researchers in the brain science field and artificial intelligence field are studying the interaction in multiple sensory and crossing modals, the technology for analyzing ERP has be paid attention to unprecedentedly.

In this article, we will discuss the coherence between the visual EEG signal and the audio EEG signal from the perspective of signal processing based on Hilbert-Huang Transform (HHT) [12], and then investigate the mutual relations between the visual and audio modals. Firstly, this paper designs a visual and auditory correlation test experiment; evoked potential data under the single visual stimulus, the single audio stimulus, and the stimulus of audio-visual consistence and the stimulus of audiovisual inconsistence were collected respectively. Then, he main IMF components of single visual signal and single audio signal are decomposed by HHT, and analysis the coherence of visual and audio modals by calculating the correlation coefficient between these components and ERP signal under the stimulus of visual & audio modals. Our paper is organized as follows. Section II describes
Experiment and Records of Audio-visual Evoked. Section III describes Data Treatment Method in detail. We analyze the I-EEMD Processing and Analysis of Experimental Data, and provide the simulation results in Section IV. In Section V, We conclude this paper.

II. EXPERIMENT AND RECORDS OF AUDIO-VISUAL EVOKED EEG

A. Design of Experiment

The experiment contents include single visual experiment (experiment A), single audio experiment (experiment B) and stimulus experiment of audio-visual modals (experiment C). The stimulation experiment of audio-visual modals is also divided into experiment of consistent audio-visual modals (experiment C1) and experiment of inconsistent audio-visual modals (experiment C2). The materials for visual stimulus include seven elements in total, namely Chinese characters “ba”, “ga”, “a”, the letters “ba”, “ga”, “a” and a red solid circle. The size and lightness of presented Chinese characters or the letters are consistent, and appeared by pseudorandom fashion; the materials for audio stimulus include four sound elements, namely the sound “ba”, “ga”, “a” and a short pure sound “dong”. The sound file is edited by use of Adobe audition with the unified attribute of two-channel stereo, sampling rate of 44100 and resolution ratio of 16-bit. In the experiment of visual evoked potentials, the red solid cycle is the target stimulus, the pictures of other Chinese characters or letters are the non-target stimuli; In the experiment of audio evoked potentials, the short pure sound “tong” is the target stimulus, the other sounds are the non-target stimuli; In the audio-visual dual channels experiment, the visual pictures and the audio sounds combine randomly. When the picture is red solid cycle and the sound is short pure sound “dong”, it is target stimulus, and other combinations are non-target stimuli. The experiment requires the subject to pushing a button to indicate their reactions for the tested target stimuli. This experiment model investigates the ERP data under the non-note model. Three groups of experiment stimulus are all OB (Oddball Paradigm) with the target stimulus rate of 20%. The lasting time for every stimulus is 350ms with the interval of 700ms. Three groups of experiments all include 250 single stimuli, of which 50 are target stimuli (trials). The software E-prime is used to implement this experiment.

B. Conditions to be Tested

20 healthy enrolled postgraduates with no history of mental illness (including 10 males and 10 females, right-handed, and their age from 22 to 27 years old) were selected as the subjects. All of them have normal binocular vision or corrected vision and normal hearing. Before the experiment, all of them have signed the informed consent form of the experiment to be tested voluntarily. Before the experiment, scalp of the subjects was kept clean. After the experiment, certain reward was given. Every subject participated in the experience for about one hour, including the experiment preparation and formal experiment process. In the process of the experiment, it was arranged that every subject had three minutes for resting, to prevent the data waveform of ERP being affected because of the subjects’ overfatigue.

C. Requirements of Experiment and Electrode Selection

This EEG experiment was arranged to be completed in an independent sound insulation room. The subject faces toward the computer monitor and pronunciation speaker. The subject was 80cm away from the screen, the background color was black. In the process of experiment, the subjects were required to be relax, not nervous, keep the sitting posture well, concentrate, not to twist the head, stare at the computer screen with eyes, press the key “space” when the target stimulus appeared, and not to react to the non-target stimulus. EEG data was recorded by NEUROSCAN EEG system with 64-lead. The electrode caps with the suitable size were worn by the subjects. The electrode caps were equipped with Ag-AgCl electrodes. 10-20 system which is used internationally was employed for the electrode placement. Its schematic diagram is shown as figure 1. The conductive paste is placed between electrode and subject’s scalp. It is required that the impedances of all leads should be lower than 5KΩ.

In this experiment, 64-lead EEG acquisition system of NEUROSCAN is adopted. However, according to the needs of the experiment, we only use 12 leads among them for analysis. According to the human brain scalp structure partitions and their functions, the visual activities mainly occur in occipital region, and the leads O1, O2 are chosen for analysis; The audio region is located at temporal lobe, and the leads T3, T4, F7, F8 related to the audio activities are chosen for analysis; In addition, the leads F3, F4, Fp1, Fp2 related to the stimulation classification at frontal lobe and the leads C3, C4 related to the whole brain information treatment process are chosen for analysis.

D. Records and Pre-treatment of EEG Signal

The process of EEG experiment is safe and harmless to human body, the time resolution ratio is also extremely high. Therefore, it plays a more and more important role in the field of cognitive science. The parts contained in EEG experiment designed by this paper include lead, electrode cap, signal amplifier, stimulation presentation computer, data recording computer and ERP.
synchronization software. The details are shown in figure 2:

![Experimental system equipment](image)

Figure 2. Experimental system equipment

In the experiment, 64-lead EEG equipment of NEUROSCAN is used and the storing data is collected. Quik-Cap of NEUROSCAN is employed for the electrode cap, and the caps of all electrodes are marked. The location of electrodes is simple and fast. The data collection is realized by AC. The reference electrodes are placed at the nose tip. Bilateral mastoid is the recorded electrode. The data sampling rate is set as 1000Hz. Before performing HTT analysis treatment to EEG, it is necessary to pre-treat the recorded and stored EEG data. The general methods include several procedures, namely, eliminating electro-oculogram (EOG), digital filtering, dividing EEG into epochs, baseline correction, superposition average and group average [13].

III. DATA TREATMENT METHOD

In the process of the EEG signal processing with traditional HTT, the problems such as end effect [14] and mode mixing [15] may be caused, so very great affect will be brought to the experiment results. Therefore, based on a great number of researches which are implemented for the existing solutions, this paper puts forth an end extension algorithm of similar waveform weighted average to restrain the end effect. Meanwhile, EEMD is used to replace EMD to eliminate the mode mixing. The combination of these two methods is named as I-EEMD (Improved-EEMD). The relevant methods are described in details below.

A. Extension Algorithm of Similar Waveform Weighted Average

So far, EMD method has been widely applied in several fields of signal analysis. Although this method has the advantage which is not possessed by other methods, the problem of end effect will bring great obstacles to the application in practical uses. For the problem of end effect, the researchers have brought forward some solutions, such as mirror extension method [16], envelope extension method [17], cycle extension method [18] and even continuation [19] etc. These methods can reduce the influence of end effect in some extent. However, EEG signal is a typical nonlinear and non-stationary signal and it has high requirements for the detail feature of the signal [20] during analysis and treatment. Therefore, these methods still need to be improved. For the end extension, the continued signal must be maintained with the variation trend inside the original signal. After analyzing all kinds of end extension methods, this paper puts forth a method of similar waveform weighted matching to extend the ends.

Definitions $S_i(t)$, $S_j(t)$ are set as two signals on the same time axis, $P_i(t_i, S_i(t))$ and $P_j(t_j, S_j(t))$ are two points on $S_i(t)$ and $S_j(t)$ respectively. The condition of $t_i \neq t_j$ is satisfied but $S_i(t_i) = S_j(t_j)$. Here the condition of $t_i < t_j$ is set. The signal $S_j(t)$ is moved right with the length of $(t_j - t_i)$ horizontally along the time axis t, to make the points $P_i$ and $P_j$ coincide. Along the coincident point $P_i$ takes the wave form section with the length of L on the left (or right), and the waveform matching degree $m$ of the signals $S_i(t)$ and $S_j(t)$ for the point $P_i$ (or $P_j$) can be defined as:

$$m = \frac{\sum_{i=1}^{L} [S_i(t_i) - S_j(t_i)]^2}{L}.$$  

Apparently, the more $S_i(t)$ and $S_j(t)$ are matching, the less the $m$ value will be.

According to the signal analysis theory we know that, the similar waveform will appear in the same signal repeatedly, so that we can choose a number of matching waves similar to the waveform at the end. Moreover, weighted averaging is performed to them, then, the obtained average wave is used to extend the signal ends. The extension for the signal ends generally includes two ends on the left and right. In the following, the left end of the signal is taken as the example. The original signal is set as $x(t)$, the leftmost end of $x(t)$ is $x(t_i)$, the rightmost end is $x(t_f)$, and the signal contains n samplings points.

Starting from the left end $x(t_i)$ of the signal, part of the curved section of $x(t)$ is taken from the right, and this curved section is set as $w(t)$, which needs to only contain an extreme point (either the maximum value or the minimum value) and a zero crossing point. The length of $w(t)$ is $l$. The right end of the curved section $w(t)$ can be set as one zero crossing point, and it is recorded as $x(t_f)$. The intermediate point $x(t_{im})$ in the horizontal axis of $w(t)$ is taken, of which $t_{im} = (t_i + t_f) / 2$. Taking $x(t_{im})$ as the reference point, the sub-wave $w(t)$ is moved to the right horizontally along the time axis t. When some point $x(t)$ on the signal $x(t)$ coincides with $x(t_{im})$, the sub-wave with the same length of $w(t)$ and the point $x(t_f)$ as the central point is taken and recorded as $w_1(t)$. The wave form matching degree $m_1$ of $w_1(t)$ and $w(t)$ is calculated, and the wave form matching degree $m_1$ as well as a small section of data wave (the wave form length of this section is set as 0.1l) in the front of $w_1(t)$ are stored. Move it to the right horizontally with the same process, and successively record these adjacent data
waves on the left with the length of 0.1L as \( v_1(t) \), \( v_2(t) \) ... \( v_i(t) \). Finally, a data pair collection comprised of the wave form matching degree and corresponding sub-waves in the adjacent part on the left of the matching waves is obtained:

\[
[V, m] = \{(v(t), m_1), (v_2(t), m_2), \ldots (v_i(t), m_i)\}
\]  

(2)

If the collection \([V, m]\) is null, it indicated that the wave form of the original signal is extremely irregular. It is not suitable to adopt the theory of similar wave form, and the extension is not performed to it. The extreme value point method is used to solve it. If the collection \([V, m]\) is not null, all the obtained value of wave form matching degree is ranked in sequence from small one to large one. Obtain \([V', m']\) and the first \( j \) data pair of \([V', m']\) is taken out, of which \( j = \lfloor \sqrt{N} \rfloor \). The weighted average \( v_p \) of all sub-waves in these \( j \) data pairs is calculated, and then \( v_p \) is used to extend the left end point of \( x(t) \) of the signal.

The end extension algorithm for similar wave form weighted matching is as follows.

**Input:** signal \( x(t) \).

**Output:** matching wave of weighted average \( v_p \).

**Steps:**
1. For \( t = t_k \) to \( t \) ;
2. Calculate the waveform matching degree \( m_i \) according to the formula (1), and take part of sub-waves \( v_j \) on the left of the matching wave \( w_j \), \( L(v_j) = 0.1L \) of \( w_j \);
3. End for;
4. Rank the collection \([m_i, v_j] \) in sequence from small one to large one according to the value of \( m_i \), and obtain the new collection \([m_i, v_j] \) with the length of \( k \);
5. Take the first \( j \) data pairs of \([m_i, v_j] \) of which \( j = \lfloor \sqrt{N} \rfloor \);
6. Calculate the weighted average wave \( v_p \);
7. Use \( v_p \) to extend the left end of signal \( x(t) \).

### B. Eliminating Mode Mixing Problem

The problem of mode mixing is often coming out in the process of EEG signal decomposition with EMD method, and its reason is relatively complex. Not only the factors of EEG itself can cause it, such like the frequency components, sampling frequency and so on, but also the algorithms and screening process of EMD. Once mode mixing problem is appearing, the obtained IMF components would lose the physical meanings they should have, and would bring negative influence to the correct analysis of the signals.

N.E. Huang did a lot of research on the EMD of white noise [21], and he found that the energy spectrum of white noise is uniform over the frequency band, and its scale performance in time-frequency domain is evenly distributed. At the same time, a French scientist, Flandrin, after doing a lot of EMD decompositions to white noise and in the base on statistics, also found that all the various frequency components it contains can be isolated regularly. That is to say, for white noise, EMD method acts as a binary filter, and each IMF component from decomposition has a characteristic of similar band pass in the power spectrum [22]. Based on the characteristics of white noise in EMD method and in order to better solve mode mixing problem, Z.Wu and NEHuang have proposed an noise-assisted empirical mode decomposition method on the basis of original EMD decomposition. And this new method is called as “EEMD”, which means ensemble empirical mode decomposition [23].

The specific steps of EEMD algorithm are as follows:

1. Add a normal distributed white noise \( x(t) \) to the original signal \( s(t) \), and then obtain an overall \( S(t) \):

\[
S(t) = s(t) + x(t)
\]

(3)

2. Use standard EMD method to decompose \( S(t) \), which is the signal with white noise, and then decompose it into a plurality of IMF components \( c_i \), and a surplus component of \( r_n \):

\[
S(t) = \sum_{j=1}^{n} c_j + r_n
\]

(4)

3. Repeat step 1), 2) and add the different white noises to the-to-be-analyzed signals:

\[
S_j(t) = s(t) + x_j(t).
\]

(5)

4. Decompose the superposed signals from the previous step in EMD method, and then obtain:

\[
S_j(t) = \sum_{j=1}^{n} c_j + r_n
\]

(6)

5. The added several white noises are random and irrelevant, and their statistical mean value must be zero. And do the overall average for each component to offset the influence of Gaussian white noise, and then obtain the final decomposition results:

\[
c_j = \frac{1}{N} \sum_{j=1}^{n} c_j
\]

(7)

In the formula, \( N \) means the number of added white noises.

### IV. I-EEMD Processing and Analysis of Experimental Data

#### A. I-EEMD Processing and Analysis of Experimental Data

In the following, the evidence of existing coherence of audio-visual modals would be discussed from the perspective of EEG signals processing. So, it is needed to extract the main components of audio-visual evoked potentials and analyze them. We choose C3 and C4 leads, which related to the whole-brain information processing to analyze. The C3 lead is taken for example, and its ERP waveforms of single visual stimulus, single auditory stimulus, consistent visual & auditory data and
inconsistent visual & auditory data are obtained shown as Fig. 3:

![Figure 3. C3 Lead ERP Waveform](image)

In Fig. 3 it shows four kinds of ERP data waveforms on the length of one epoch. Among them the selected stimulating text for the visual stimulation is the screen text letter “ba”; the selected stimulating material for the auditory stimulus is the sound “ba” from the audio; the stimulating material for the audio-visual consistent is the letter “ba” and sound “ba”; and the selected stimulating material for audio-visual inconsistent is the letter “ba” and sound “ga”.

After decomposing the above four kinds of ERP data in the I-EEMD method, all the IMF components are obtained as Fig. 4 shown. Every component is distributed according to the frequency from high to low. For the point of decomposition effect, each component is relatively stable at the end, and there was also no flying wing phenomenon, and producing no significant mode mixing problem. Each component has a complete physical meaning, and through these components it could examine the advantages and disadvantages of decomposition effects. And the fact that Res, the surplus component is close to zero, once again proves the validity of the proposed method in this paper. And from that figure it can be seen, through the I-EEMD decomposition the VEP data of C3 lead decomposed into 7 IMF components and a surplus component. Among these seven IMF components, there may be some pseudo-components, which could be screened out by the method of correlation coefficients calculation. Through the I-EEMD decomposition the AEP data of the C3 leads turned into seven IMF components and a surplus component. The audio-visual consistent data of C3 leads through I-EEMD decomposition turned into seven IMF components and a surplus component. The audio-visual inconsistent data of C3 lead through I-EEMD decomposition turned into six IMF components and a surplus component.

Among the seven IMF components of the VEP data through I-EEMD decomposition, there usually are some pseudo-components, which should be screened out and not taken into consideration. Through the relevant theory of signals, the variety of IMF components could be judged. The decision threshold value of the pseudo-component is one-tenth of the biggest correlation coefficient [24]. Calculate the correlation coefficients between these seven IMF components and original signal, and they are shown in Table 1.

![Figure 4. I-EEMD Decomposition of ERP Data](image)
As Table 1 shown, the correlation coefficients of IMF1, IMF4, IMF7 with the original signal are relatively low, which are 0.0153, 0.0275 and 0.0649. From that we could say that these three components are pseudo-components obtained from the decomposition. And the correlation coefficient between surplus component and the original signal is 0.0032. So these four decomposition components don’t have real physical meanings and don’t deserve deeper analysis. The correlation coefficients of IMF2, IMF3, IMF5, IMF6 with the original signal are relatively high, so they are the effective components from decomposition.

Similarly, do the same process to the IMF components from AEP data and obtain Table 2

It could be seen from Table 2 that the correlation coefficients of IMF1, IMF5, IMF6 and IMF7 with original signal are relatively low, which are 0.0211, 0.0411 and 0.0353. From that we could say that these four components are pseudo-components coming from decomposition and don’t have real physical meanings. The correlation coefficients of IMF2, IMF3, IMF4 with original signal are relatively high, which means they are the effective components from decomposition.

B. Analysis of Experiment Result

It could analyze the coherence of audio-visual modals by comparing the correlation coefficients of ERP signal in single visual or auditory modal with the ERP signal in audio-visual modals. Due to the sound is “ga” when audio-visual are inconsistent, it should choose the sound as “ga” when considering compare the ERP data in single auditory modal and audio-visual inconsistent modal. The other situations should take the sound “ba”. The comparison situation of correlation coefficient calculating from the above experiment data is shown in Table 3:

<table>
<thead>
<tr>
<th>IMF1</th>
<th>IMF2</th>
<th>IMF3</th>
<th>IMF4</th>
<th>IMF5</th>
<th>IMF6</th>
<th>IMF7</th>
<th>Res</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0153</td>
<td>0.9435</td>
<td>0.5221</td>
<td>0.0275</td>
<td>0.7433</td>
<td>0.7028</td>
<td>0.0649</td>
<td>0.0032</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>IMF1</th>
<th>IMF2</th>
<th>IMF3</th>
<th>IMF4</th>
<th>IMF5</th>
<th>IMF6</th>
<th>IMF7</th>
<th>Res</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0211</td>
<td>0.6541</td>
<td>0.9022</td>
<td>0.3728</td>
<td>0.0325</td>
<td>0.0411</td>
<td>0.0353</td>
<td>0.0049</td>
</tr>
</tbody>
</table>

It could be seen from Table 3 that the signal correlation coefficient of ERP data between single visual modal and audio-visual consistent modal is 0.5331, while the signal correlation coefficient of ERP data between it and audio-visual inconsistent is 0.2379; the signal correlation coefficient between the ERP data of single auditory stimuli and that of audio-visual consistent is 0.4519, while the signal correlation coefficient of ERP data between it and audio-visual inconsistent is 0.2022. So from that we could say, when the information in audio-visual modals is consistent, it could improve the information in single modals; while, when the information in audio-visual modal is not consistent, it could have inhibitory effect on single-modal state information.

In addition, could also find some evidence to support the above points when considering the main compositions of ERP signal in single audio or visual stimulus and the correlation of ERP signal in audio-visual modals mixing stimuli.

From the principle of EMD decomposition, we could know that the IMF components got from decomposition have complete physical meaning. So it could inspect the coherence of audio-visual modals through the main compositions of single visual stimulus, single auditory stimulus and the correlation coefficient of the ERP data of audio-visual consistent and inconsistent.

To compare the valid components of single visual evoked potentials and single auditory evoked potentials, and compare the correlation coefficients of ERP data of audio-visual consistent and inconsistent, we could get the data in Table 4:

<table>
<thead>
<tr>
<th>IMF2</th>
<th>IMF3</th>
<th>IMF5</th>
<th>IMF6</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5111</td>
<td>0.3553</td>
<td>0.5037</td>
<td>0.4202</td>
</tr>
<tr>
<td>0.2195</td>
<td>0.1528</td>
<td>0.3001</td>
<td>0.2673</td>
</tr>
</tbody>
</table>

From Table 4 we could see that the correlation coefficients between the main compositions of single visual stimulus evoked potentials and the ERP signal in audio-visual consistent are obviously greater than the correlation coefficients between it and ERP signal in audio-visual inconsistent. And that also shows that when the audio-visual information is consistent, it could help people to prompt information-controlling power of outside world. Then let’s look at the corresponding data in audio modal. Because in experiment under the situation of audio-visual inconsistent, we select sound “ga” and letter “ba” as the to-be-analyzed data. In order to get a better comparability of the experiment results, here we choose the sound “ga” in the auditory modal to compare with the data in audio-visual cross-modal data, and get the results shown as Table 5:

<table>
<thead>
<tr>
<th>IMF2</th>
<th>IMF3</th>
<th>IMF4</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.6232</td>
<td>0.7869</td>
<td>0.5466</td>
</tr>
<tr>
<td>0.2752</td>
<td>0.3456</td>
<td>0.0387</td>
</tr>
</tbody>
</table>

From Table 5 it could be seen that the comparison is similar to what in the visual modal, which is to say that,
the correlation coefficients between the main compositions of single auditory evoked potentials and the ERP signal in audio-visual consistent modal are apparently greater than what of ERP signal in audio-visual inconsistent modal. And what could also show that when the information in audio-visual is consistent, the EEG signal will be stronger than single modal auditory information in the brain.

V. CONCLUSIONS

This paper discusses the theory evidence of audio-visual modals’ coherence from the perspective of EEG signal processing. And the experiment is designed based on the EEG in audio-visual cross-modal and then collect, process and analyze the experiment data. During the process of EEG signal, it uses EEMD, which combined the similar waveform average end continuation algorithms, which is called in paper as I-EEMD, considering the need to restrain the effects of mode mixing and end point effect. And try to describe the collected ERP data through two perspectives based on the theory of signal coherence. First, investigated the correlation of the data in single visual modal, single auditory modal and the data in audio-visual cross-modal. From the calculated correlation coefficient it could be found that, when audio-visual is consistent, the correlation coefficient of it with any single modal is relatively great. Second, form the main valid compositions in single visual or audio modal, the comparison situation of the calculated correlation coefficient is similar. From these two points we could find that, when the informations in audio & visual modals are consistent, it could help the brain promptly handle outside environment, and that is to say, it could improve each other’s information under the condition of audio-visual consistent; when the informations in these two modals are not consistent, it could restrain each other’s information and the brain could get a combined result after integrated, which is consistent with the famous McGulk effect.
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