Hand Gesture Target Model Updating and Result Forecasting Algorithm based on Mean Shift
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Abstract—To propose a gesture model updating and results forecasting algorithm based on Mean Shift, and to solve the problem of target model changing and influenced tracking results in gesture target tracking process. Firstly, the background difference and skin color detection methods are used to detect and get gesture model, and the Mean Shift algorithm is used to track gesture and update the gesture model, and finally to use the Kalman algorithm to predict the gesture tracking results. The experimental results show that this algorithm reduces the influence of surrounding environment in gesture tracking process, and get better tracking result.

Index Terms—Mean shift algorithm, Hand tracking, Gesture model, Result forecasting

I. INTRODUCTION

As a preprocessing step for gesture recognition, gesture tracking has a great influence on the gesture recognition. The exact gesture tracking results can plays a positive role in the gesture recognition effect [1]. So the gesture tracking research has attracted the attention of many scholars.

Currently the most popular method is Mean Shift algorithm which was put forward by Fukunage and Hostetler in 1975 [2, 3]. The rapid development of Mean Shift algorithm is implemented by Comaniciu etc. The algorithm is applied to tracking field by them [4], and the variable window width Mean Shift algorithm is also studied [5]. Peng et al [6] proposed the forecast Camshift tracking results by using Kalman filter, in order to reduce the interference of large area skin color. Wang et al [7] used K-means clustering algorithm and particle filter method to solve the problem of mutual interference of finger tracking, and achieved good tracking effect. Feng et al [8] proposed a particle filter gestures tracking algorithm based on microscopic structure of state variables, which could describe the microstructure of the hand state variables from the continuous deformation time model, the period of time for deformation model, and mutations strength and self occlusion characteristics. Gan et al [9] proposed a kind of target tracking algorithm based on the Mean Shift algorithm and normalized moment of inertia characteristics, and it could reach real-time and stable tracking when the moving air target was occluded and in large deformation.

However, when the gesture was affected by the changing surrounding environment, such as the light suddenly becomes strong, or become weak or the non target interference became more serious, tracking may be make a fail because of the excursion of the target model. This paper proposes a gesture tracking algorithm based on the updating and forecasting of the target model. First establish the model of gesture, and then use Mean Shift algorithm to track the gesture. In the tracking process, judge the target model according to the Bhattacharyya coefficient, and update the target model according to the judgment result. Finally predict the tracking results by using Kalman filter. Experiments show that the algorithm proposed in the paper is effective when the gesture in a complex environment.

II. HAND EXTRACTING

This article will first need to extract the target hand to be tracked. Therefore, the use of combination of color information, motion information and the surrounding scene information gain the gesture center to obtain good tracking performance.

A. Skin Color Detection

There are many skin color detection methods, and each algorithm has its characteristics and use occasions [10]. To ensure the computing efficiency, and real-time, the method of literature [11] is used to detect the skin color.

In color space, skin color has its special distribution characteristics. These distribution characteristics may be more effective to gestures segmentation from the surroundings. But, skin color in different color space shows different clustering features. Even though the same skin color in different color space still have differences in the expression of clustering features [12]. So there is a relative important influence to the gestures division to choose the right color space. In the study of gestures tracking and recognition, the main color application space are $YCbCr$, $HSV$, $HIS$, $YUV$, etc.

$YCbCr$ color space is a kind of color space with brightness separation. It is a color space developed for
digital TV system [13]. The color signal \( C_r, C_g, C_b \) is independent with brightness signal \( Y \). Based on these characteristics, in gestures tracking and recognition process, we can reduce the influence of considering brightness chromaticity signal, and then we can get relative ideal test results of color skin.

In \( YC_bC_r \) color system, skin color distributes relatively concentration in \( C_r, C_g \), mainly in the \( R_{cb} = [77,127] \), \( R_{gr} = [133,173] \) [10-11]. Therefore, judge each pixel of the image as follows:

\[
O(x,y) = \begin{cases} 
1, & [C_r(x,y) \in R_{cr}, C_b(x,y) \in R_{cb}] \\
0, & \text{else}
\end{cases}
\]  

(1)

The judgment result is the skin color detection result.

B Background Subtraction Algorithm

It is unable to complete division of the hand only by using skin color detection method, as the existence of the same or similar color around (such as facial skin, the furniture with skin color etc.). Therefore, by using the appropriate background subtraction algorithm based on motion information, and combining with skin color detection results to segment the gesture region, in order to obtain the better effect [12].

\[
D_i(x,y) = \min | I_i(x,y) - B_i(x,y) | 
\]

(2)

where \( I_i(x,y) \) is the input value of pixels \((x,y)\) in \( i \) time; \( B_i(x,y) \) is the constructing background image of pixels \((x,y)\) in \( i \) time, and then, on segment movement part:

\[
M_i(x,y) = \begin{cases} 
1, & D_i(x,y) > \sigma_b \\
0, & \text{else}
\end{cases}
\]  

(3)

where \( \sigma_b \) is threshold.

Thus, gain the gestural information from skin color information and motion information. This can ensure the gesture segmentation and tracking.

C Elliptic Skin Model

To set a skin color model to gestures detection and segmentation, and distinguish the color area by the modeling results. The traditional test method includes threshold value method and Gaussian model method. Threshold value method is simple, but the test results are acceptable, and the tracking results have a distance with the ideal value. Gaussian model although has high accuracy, but it is more difficult to establish the model, and the application is relatively complex, not good at application in real time. Therefore, in this paper, we consider the elliptical model to set the skin color model to get the efficient simple test results.

Elliptic skin model was firstly proposed by Rein and applied in the color image face detection [15]. The model is based on \( YC_bC_r \) color space, and suppose that chromaticity component \( C_b \) and \( C_r \) is weight function of brightness \( Y \). Skin model composed of the center and color range. According to the literature definition, \( (C_b(Y), C_r(Y)) \) expressed the center, \( W_{C_b}(Y), W_{C_r}(Y) \) expressed the range of color. The color of skin area is expressed as following:

\[
\hat{C}_b(Y) = \begin{cases} 
108 + \frac{(K_b - Y)(118 - 108)}{K_b - Y_{\min}} & \text{if } Y < K_b \\
108 + \frac{(Y - K_b)(118 - 108)}{Y_{\max} - K_b} & \text{else}
\end{cases}
\]  

(4)

\[
\hat{C}_r(Y) = \begin{cases} 
154 + \frac{(K_r - Y)(154 - 144)}{K_r - Y_{\min}} & \text{if } Y < K_r \\
154 + \frac{(Y - K_r)(154 - 132)}{Y_{\max} - K_r} & \text{else}
\end{cases}
\]  

(5)

\[
W_{C_b}(Y) = \begin{cases} 
W_{L_{C_b}} + \frac{(Y - Y_{\min})(W_{C_b} - W_{L_{C_b}})}{Y_{\min} - Y_{\max}} & \text{if } Y < K_b \\
W_{H_{C_b}} + \frac{(Y_{\max} - Y)(W_{C_b} - W_{H_{C_b}})}{Y_{\max} - Y_{\min}} & \text{else}
\end{cases}
\]  

(6)

And give \( C_i \) value \( C_{rb} \) or \( C_{cr} \). The skin samples are trained to get parameter values \( W_{L_{C_b}} = 23, W_{H_{C_b}} = 14, W_{C_b} = 38.76, W_{L_{C_r}} = 20, W_{H_{C_r}} = 10, K_b = 125, K_r = 188 \). Threshold of brightness \( Y \):

\[
Y_{\max} = 235 \text{ and } Y_{\min} = 16 .
\]

Based on the formula, transform the skin model to \( C_{rb}, C_{cr} \) coordinate system, the coordinate system \( C_{rb} \) and \( C_{cr} \) both are function of the brightness \( Y \). Conversion formula is shown as in (7).

And \( i \in \{b, r\} \), \( W_{C_i}(Y) \) is the skin color range of original model, \( W_{C_{rb}}(Y) \) is the color value of the converted brightness function. Therefore, in the \( C_{rb}, C_{cr} \) color space, elliptic skin model expression is as follows:

\[
C_i(Y) = \begin{cases} 
(C_i(Y) - \hat{C}_i(Y)) \frac{W_{C_i}(Y)}{W_{C_i}(Y)} + \hat{C}_i(K_{rb}) & \text{if } Y < K_r \text{ or } Y < K_b \\
\hat{C}_i(Y) & \text{else}
\end{cases}
\]  

(7)
\[
\frac{(x-ec_x)^2}{a^2} + \frac{(y-ec_y)^2}{b^2} = 1
\]  
(8)

\[
\begin{bmatrix}
  x \\
  y
\end{bmatrix}
= \begin{bmatrix}
  \cos \theta & \sin \theta \\
  -\sin \theta & \cos \theta
\end{bmatrix}
\begin{bmatrix}
  C'_x-c_x \\
  C'_y-c_y
\end{bmatrix}
\]  
(9)

\(\theta\) is the angle, \(ec_x, ec_y\) are the two focus of the elliptic, \(a\) is the long axis of the elliptic, \(b\) is the short axis. \((cx, cy)\) is the center of skin model in \(C'_x, C'_y\) coordinate system, the value is \((109.38, 152.03)\).

III. GESTURE SEGMENTATION AND TRACKING

Based on visual gestures tracking first need to gestures segmentation, to get a complete gesture characteristics set. A single color features or sports information is not fully to isolate the gestures. Thus, in this paper the characteristics fusion method for gestures division is introduced. The \(YC'_x, C'_y\) color space is used in skin detection, the brightness component and the chroma of the separation characteristics in this color space can reduce light influence of the skin. In order to ensure detection results, based on the elliptic skin model for skin detection. Although the judgment method based on threshold is simple, convenient and feasible and can ensure the real-time tracking effect. However after the effects of the illumination change, the separation characteristics in this color space can reduce light influence of the skin. In order to ensure detection results, based on the elliptic skin model for skin detection.

A. Mean Shift Algorithm

Mean Shift algorithm is a common algorithm in the gesture tracking methods based on vision. It’s simple and efficient characteristics have attracted the attention of many researchers.

The mean shift iterative formula which comes from kernel density estimation theory expressed as [16]:

\[
\hat{q} = \{\hat{q}_i | i = 1...n, \sum_{i=1}^{n} \hat{q}_i = 1\}
\]  
(11)

Candidate targets:

\[
\hat{\rho}(y) = \{\hat{\rho}_i(y) | i = 1...n, \sum_{i=1}^{n} \hat{\rho}_i = 1\}
\]  
(12)

The target model and the candidate model can be expressed as:

\[
\hat{q}_i = C\sum_{i=1}^{n} k(\left\|x-x_i\right\|) \delta[b(x_i)-i]
\]  
(13)

\[
\hat{\rho}(y) = C_h\sum_{i=1}^{n} k(\left\|y-x_i\right\|) \delta[b(x_i)-i]
\]  
(14)

where \(y\) is a candidate target position. Accordingly, the evaluation coefficient Bhattacharyya of the target is defined as follows:

\[
\hat{\rho}(y) = \rho(\hat{\rho}(y), \hat{q}) = \sum_{i=1}^{n} \hat{\rho}_i(y)\hat{q}_i
\]  
(15)

The distance between the two distributions is:

\[
d(y) = \sqrt{1-\rho(\hat{\rho}(y), \hat{q})}
\]  
(16)

Target tracking is to find the location \(y\) with maximum similarity \(\rho\) in each frame. If the target position of the first frame is \(y_0\), and the similar functions are expressed as:

\[
\rho(y) = \frac{1}{2} \sum_{i=1}^{n} \sqrt{\hat{\rho}(y_0)\hat{q}_i} + \frac{C_h}{2} \sum_{i=1}^{n} \omega_u k\left(\left\|y-x_i\right\|\right)
\]  
(17)

where

\[
\omega_u = \sum_{i=1}^{n} \sqrt{\frac{q_i}{p_i(y_0)}} \delta[b(x_i)-i]
\]  
(18)

B. Target Model Updating Method

In the target tracking process, through the target detection or selection, build the model according to target characteristics such as texture, color, edge traits, so that as the target tracking prototype to be compared. By comparison with the target model, the area that the most similar to it is the next frame image of the target location. However after the effects of the illumination change, shade appearing etc from surrounding environment, the original target characteristics and the aim features appear not consistent, so it will lead to the results deviation. Therefore, in the process of the target tracking, model updating is particularly important.
Usually, the target object is described by using the following normalization formula [17]:

\[
q_{i,m} = C \sum_{i=1}^{N} k \left( \frac{y_i - y}{h} \right) \delta \left[ b(x_i) - u \right] \quad u=1, 2 \cdots m \tag{19}
\]

All the candidate goals are: \( \{q_i, u\} | i = 1, 2 \cdots N; u = 1, 2 \cdots m \). Get the normalized combination for nuclear histogram:

\[
\hat{Q}_i = \frac{1}{N} \sum_{i=1}^{N} q_{i,m}
\]

According to the reference [18] definition and construct auxiliary template:

\[
B_k = \begin{cases} 
1 & Q_i \geq Q \\
0 & Q_i < Q
\end{cases} \quad u=1, 2 \cdots m \tag{21}
\]

where \( Q \) is a threshold, when a color features component larger than the threshold, then update it; Otherwise not update. Updating formula is as follows:

\[
q_i = (1 - \alpha) q_{i-1} + \alpha q_t \tag{22}
\]

where \( q_t \) is the current state new target model, \( q_{i-1} \) is the target model of before frame; \( \alpha \) is the updating rate.

Tong et al proposed a feedback loop algorithm, introducing of tracking state decision as updating basis of a follow-up template, choose appropriate sample and the right time to update through the decision feedback information. This algorithm can effectively avoid the appearance of the target model change [19]. Shen et al proposed the updating strategy of choice sub-model, calculated the contribution of each component and according to the circumstances of the necessary choice update the model, and got a more robust tracking algorithm than whole model updating strategy [20]. Gan et al use the normalized inertia as the identification of standards of target model updating, and establish tracking strategy combining of false-alarm probability minimum principle and similarity level 2 decision threshold [9].

From the renewal of the target model, the paper looked for method improving the accuracy of gestures tracking.

IV. TARGET MODEL UPDATING

At present the main updating methods of tracking target model are: the updating strategy based on the whole [21-22] and the updating strategy based on selecting factor [20, 23]. From the perspective of real-time hand tracking, tracking process needs to reduce the calculating amount, and reduce the computational cost. So, this paper take the target gesture model as a whole, make a weighted summation to the current target gesture model and target historical gesture model, and then get the object model in the next frame. The definitions as follow:

\[
q' = (1 - \alpha)q^{-1} + \alpha p'
\]

where \( q' \) is the updated target gesture model; \( p' \) is the tracked target gesture model; \( q^{-1} \)is the previous frame target gesture model, \( \alpha \) is the tracking result weights of the current frame, also known as the speed factor of model updating.

Use coefficient Bhattacharyya on gesture tracking effect evaluation in the updating process. Set update model threshold as \( \rho_{th} \), and the current tracking results is \( \rho_t \), and the target gesture model is updated as follows:

\[
q' = \begin{cases} 
q^{-1} \rho_t \geq \rho_{th} \\
(1 - \alpha)q^{-1} + \alpha p', \quad \rho_t < \rho_{th}
\end{cases} \tag{24}
\]

V. HAND GESTURE TRACKING AND PREDICTION

In a gesture tracking process, the gesture tracking results may appear deviation due to the disturbance of the ambient environment. So the gesture tracking prediction and correction is necessary. At short notice, a gesture of motion can be viewed as uniform motion in straight line. This paper uses the Kalman filter to predict the gesture tracking results. Kalman filter is a linear recursive filter, its prediction is unbiased, stability and optimality [24]. It makes the next state optimal estimation based on the state sequence of the former system.

According to the definition of literature [24], assumed that \( x_k, x_{k+1}, y_k \) are respectively the position of the center of the hand at \( K \) moment in \( X \) axis and \( Y \) axis as well as the position of the center of the hand that Kalman filter predicts. \( u_k, v_k, u_{k+1}, v_{k+1} \) are expressed as movement velocity of the center of the hand at \( K \) moment in \( X \) axis, and \( Y \) axis and the moving speed Kalman filter predicts. Therefore, define the observation vector as:

\[
Z_k = (x_k, y_k) \tag{26}
\]

State vector:

\[
X_k = (x_k, y_k, u_k, v_k) \tag{26}
\]

Then the predicted state vector is:

\[
X_{k+1}^* = (x_{k+1}^*, y_{k+1}^*, u_{k+1}^*, v_{k+1}^*) \tag{27}
\]

State transition matrix:

\[
A = \begin{bmatrix} 1 & 0 & T & 0 \\ 0 & 1 & 0 & T \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix} \tag{25}
\]

where \( T \) is time difference of \( K \) moment and \( K - 1 \) moment. The observation matrix:

\[
H = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{bmatrix} \tag{26}
\]

Get the system state equation:

\[
X_{k+1} = AX_k + W_k \tag{27}
\]

System of observation equation:
where the measurement noise \( v_i \) obey \( P(V) \sim N(0, R) \),
dynamic noise \( w_i \) obey \( P(W) \sim N(0, Q) \), and the two
noise are uncorrelated white noise. \( R \) is the correlation
matrix of measurement noise, \( Q \) is the correlation matrix
of motion noise.

The prediction equations of the system is:

\[
x'_{k} = A \cdot x_{k-1} + B \cdot u_k
\]

(29)

The prediction equations of the priori error matrix is:

\[
P'_{k} = A \cdot P_{k-1} \cdot A^T + Q
\]

(30)

Kalman gain equation:

\[
K_k = P'_k \cdot H^T \cdot (H \cdot P'_k \cdot H^T + R)^{-1}
\]

(31)

State change equation:

\[
x_k = x'_{k} + K_k \cdot (z_k - H \cdot x'_k)
\]

(32)

Covariance change equation:

\[
P_k = (I - K_k \cdot H) \cdot P'_k
\]

(33)

VI. ALGORITHM DESCRIPTION

According to the former description, the gesture model
updating and results forecasting algorithm based on mean
shift is described as follows:

Step 1: Judge skin color regions by using thresholding
method, and obtain the gesture tracking target
preliminarily;

Step 2: Use the background subtraction algorithm
which based on motion information, combine with the
skin color detection in step 1, get the tracking target
accurately;

Step 3: Calculate the candidate target model \( p(y_0) \) and
the target model of Bhattacharyya coefficient \( \rho(y_0) \);

Step 4: Calculate \( \omega_t \) by using formula (12), calculate
the target new position \( y_1 \) according to equation (4)and
calculate \( p(y_1) \) and \( \rho(y_1) \);

Step 5: If \( \rho(y_1) < \rho(y_0) \), then \( y_1 = -(y_0 + y_1)/2 \) and
go to step 6;

Step 6: If \( \|y_1 - y_0\| < \varepsilon \), then iterative end; otherwise
make \( y_0 = y_1 \), and turn to step 3;

Step 7: After the final tracking, calculate the similarity
coefficient \( \rho_t \), if \( \rho_t < \rho_{th} \), update the target model,
otherwise, turn to the next tracking.

Step 8: Predict the tracking results using the last
tracking results, and modify tracking results according to
the predicted result.

VII. SIMULATION EXPERIMENT AND RESULTS
ANALYSIS

In order to verify the accuracy, real-time and
continuous of the algorithm, use a 30 frames per second,
with dimensions of 640 × 480 sign language video as the
contrast material. Take VC++ 6.0 as the development
platform at the Windows XP SP3 environment, with
AMD Athlon 7750Dual-Core Processor 2.70GHz, RAM
2GB.

Compare with the CamShift algorithm, the experiment
results is shown in Table I. The experimental results chart
is divided into three layers, where the first layer is a video
extracted from the original image, the second layer is
tracking results of CamShift algorithm, the third layer is
the tracking results of the algorithm proposed in the paper.

Seen in the table, in tracking process CamShift tracking
algorithm appeared tracking error because of the other
color background. Especially when the gesture tracking
through the same or similar color region, such as the
seventy-seventh frame, eighty-third frame, eighty-fifth
frame and ninety-first frame, CamShift algorithm tracked
the wrong target. While our approach got better tracking
results.

In addition, we can clearly see the two tracking results
from the trajectory diagram and the X and Y axes
coordinate diagram. When the gesture tracked into the
skin or similar skin color region with the CamShift
algorithm, the target will appear deviation. The algorithm
shows good robustness, tracking results had small
difference with the actual position.
<table>
<thead>
<tr>
<th>Frame</th>
<th>The Original Video Image</th>
<th>CamShift Algorithm Tracking Results</th>
<th>This Algorithm Tracking Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>The third frame</td>
<td><img src="img,47.jpg" alt="Image" /></td>
<td><img src="img,47.jpg" alt="Image" /></td>
<td><img src="img,47.jpg" alt="Image" /></td>
</tr>
<tr>
<td>The seventeenth frame</td>
<td><img src="img,47.jpg" alt="Image" /></td>
<td><img src="img,47.jpg" alt="Image" /></td>
<td><img src="img,47.jpg" alt="Image" /></td>
</tr>
<tr>
<td>The thirty-sixth frame</td>
<td><img src="img,47.jpg" alt="Image" /></td>
<td><img src="img,47.jpg" alt="Image" /></td>
<td><img src="img,47.jpg" alt="Image" /></td>
</tr>
<tr>
<td>The forty-eighth frame</td>
<td><img src="img,47.jpg" alt="Image" /></td>
<td><img src="img,47.jpg" alt="Image" /></td>
<td><img src="img,47.jpg" alt="Image" /></td>
</tr>
<tr>
<td>The fifty-seventh frame</td>
<td><img src="img,47.jpg" alt="Image" /></td>
<td><img src="img,47.jpg" alt="Image" /></td>
<td><img src="img,47.jpg" alt="Image" /></td>
</tr>
<tr>
<td>The seventy-third frame</td>
<td><img src="img,47.jpg" alt="Image" /></td>
<td><img src="img,47.jpg" alt="Image" /></td>
<td><img src="img,47.jpg" alt="Image" /></td>
</tr>
<tr>
<td>The seventy-seventh frame</td>
<td><img src="img,47.jpg" alt="Image" /></td>
<td><img src="img,47.jpg" alt="Image" /></td>
<td><img src="img,47.jpg" alt="Image" /></td>
</tr>
<tr>
<td>The eighty-third frame</td>
<td><img src="img,47.jpg" alt="Image" /></td>
<td><img src="img,47.jpg" alt="Image" /></td>
<td><img src="img,47.jpg" alt="Image" /></td>
</tr>
<tr>
<td>The eighty-fifth frame</td>
<td><img src="img,47.jpg" alt="Image" /></td>
<td><img src="img,47.jpg" alt="Image" /></td>
<td><img src="img,47.jpg" alt="Image" /></td>
</tr>
<tr>
<td>The ninety-first frame</td>
<td><img src="img,47.jpg" alt="Image" /></td>
<td><img src="img,47.jpg" alt="Image" /></td>
<td><img src="img,47.jpg" alt="Image" /></td>
</tr>
</tbody>
</table>

Figure 3. The Y coordinates.

VIII. CONCLUSIONS

To propose a gesture model updating and results forecasting algorithm based on Mean Shift, and to solve the problem of target model changing and influenced tracking results in gesture target tracking process. Firstly, the background difference and skin color detection methods are used to detect and get gesture model, and the Mean Shift algorithm is used to track gesture and update the gesture model, and finally to use the Kalman algorithm to predict the gesture tracking results. The experimental results show that this algorithm reduces the
influence of surrounding environment in gesture tracking process, and get better tracking result.

However, the algorithm also has its flaws. For example in the shade and shelter, the hand gesture tracking is inaccurate. And also the contour description problem is still not solved. We will study it in future.
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