Study on Partial Least-Squares Regression Model of Simulating Freezing Depth Based on Particle Swarm Optimization
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Abstract—In order to improve fitting and forecasting precision and solve the problem that some data with less sensitivity lead to low simulation precision of partial least-squares regression (PLS for short) model, the new method of simulating freezing depth is presented according to ground temperature of different depths, air temperatures, surface temperatures and the like. Firstly, the PLS model, which is built by virtue of the ideas of principal component analysis and canonical correlation analysis, can be adopted to solve the multi-correlation among each factor effectively by extracting principal components. And the interpretation ability of each principal component to freezing depth can be obtained by assistant analysis. Meanwhile, particle swarm optimization algorithm (PSO) is adopted to optimize partial regression coefficient, and then the PLS model based on PSO can be built. Compared with traditional PLS model, the optimized model has more reliability and stability, and higher precision.

Index Terms—freezing depth, particle swarm optimization, simulation, partial least-squares regression, principle component

I. INTRODUCTION

Frozen soil is a phenomenon that soil containing water is freezing when the temperature drops to 0 °C or below 0°C. Frozen soil is a kind of extremely sensitive soil medium to temperature change [1]. Therefore, soil temperature has an important effect on frozen soil, and temperature change can affect regional distribution of soil and freezing depth. The area of frozen soil, including permafrost and seasonal frost, accounts for about 20% of the earth’s land area [2]. Frozen soil processes in cold regions play an important role in climate change and weather forecasting [3-5]. Seasonal freeze-thaw layer is above annual change layer of temperature, near to surface, which is more sensitive to temperature change. It is generally known that frozen soil is an important part of soil situation and soil freezing depth is closely related to agriculture, architecture, railway design, road and bridge design and so on. The impact of temperature change on frozen soil not only affects those industries above, but also environment [6-7]. Therefore, it is of great significance to study the change of freezing depth.

The traditional regression method filters the pre-decided factors and solves coefficients, but if there is a severe relevance among the pre-decided factors, the analysis results will be bad or even invalid. However, Partial Least-Squares Regression (PLS) can solve this problem better [8-10]. Because the PLS model has better simulation to some sensitivity data and the less simulation to some insensitivity data, the accuracy of partial regression analysis modeling is limited to some degree [11].

Particle Swarm Optimization (PSO), which is an evolutionary computation technology based on the swarm intelligence, is proposed by Kennedy and Eberhart in 1995 [12]. The basic idea is a swarm intelligence and parallel searching algorithm through cooperation and competition among particles. PSO has many advantages such as the faster convergence rate, satisfying results in multi-dimensional function space optimization, dynamic target optimization, so it has been widely applied in many fields [13]. In that case, PSO is adopted to optimize partial regression coefficient, and then the PSO-PLS model is built on the basis of making PLS model. At the same time, this model is applied to forecast freezing depth.
II. THE MODELING IDEAS OF PLS MODEL

A. A brief introduction of PLS model

Partial least squares (PLS) regression is a new statistical method for modeling quantitative relationships between two blocks of variables Y and X, developed by H. Wold [14-16] in 1983 and it is used as alternative to other different methods: least squares regression and principal components regression [17-20]. With this linear regression model, each dependent (response) variable \( Y_i \) in the block Y can be obtained from a linear combination of the \( p \) independent (predictor) variables \( X_i \) in the X block according to equation [21]:

\[
Y_i = \beta_0 + \beta_1 X_{i1} + \beta_2 X_{i2} + \cdots + \beta_p X_{ip} + \epsilon \quad (1)
\]

Wherein, \( \beta \) are the regression coefficients and are determined with the calibration set and \( \epsilon \) is the error.

B. working target

When there is only one response variable (there is only one response variable in this paper, namely, freezing depth), PLS model is short for PLS1 model [22-25]. Suppose \( y \in R^n \), response variable set \( X = [x_1, x_2, \cdots, x_p] \), \( x_j \in R^n \), if we want to adopt least squares regression to build the regression model of \( y \) to \( x_1, x_2, \cdots, x_p \), the p-estimator of regression coefficients is \( B = (X^T X)^{-1} X^T Y \). When all response variables are completely correlative, \((X^T X)\) is a noninvertible matrix. So the regression coefficient \( B \) can not be obtained by this formula. When all response variables are more correlative, the value of \( |X^T X| \) is close to zero, then the inverse matrix of \( X^T X \) has serious rounding error. Therefore, the least squares regression is invalid, parameter estimation can be destroyed and the robustness of model can be lost. If we adopt these data to model, the regression coefficient of \( x_j \) is always hard to explain, even appears opposite sign in real life.

This problem can be well solved by PLS model. Compared with traditional multivariate statistical methods, there are some prominent characteristics:

1) Under the condition of existing serious multi-correlation among response variables, PLS can regress.
2) PLS can be applied to regress the place where the sample number is less than the number of response variable.
3) The last model of PLS consists of all response variables
4) PLS model is easier to distinguish information and noise of system
5) Each regression coefficient is easier to be interpreted in the PLS model

C. Modeling method

Given one dependent variable \( y \), \( p \) independent variables \( \{x_1, x_2, \cdots, x_p\} \) and \( n \) observing sample points, the table between \( X = [x_1, x_2, \cdots, x_p]_{n \times p} \) and \( Y = [y]_{n \times 1} \) can be formed. PLS model extracts the components \( t_1 \) and \( u_1 \) from \( X \) and \( Y \) respectively. In order to meet the need of regression analysis, the following requirements must be satisfied [22-25]:

1) \( t_1 \) and \( u_1 \) ought to carry as much varied information as possible.
2) The correlation between \( t_1 \) and \( u_1 \) must reach the maximum.

PLS model does the regression of \( X \) on \( t_1 \) and \( Y \) on \( t_1 \) after extracting the first component \( t_1 \) and \( u_1 \), and the algorithm ends if the accuracy of regression equation meets the demand. Otherwise, the residual information of \( X \) and \( Y \), which is explained by \( t_1 \), is done the second round of extracting the components and repeated until the precision reaches the satisfactory accuracy. If \( t_1, t_2, \cdots, t_m \) are extracted at last, PLS model will do the regression of \( Y \) on \( t_1, t_2, \cdots, t_m \) and then the regression equation of \( y \) about \( x_1, x_2, \cdots, x_p \) is represented. In the process of extracting components, the cross effectiveness is adopted to fix on the number of components.

D. The cross effectiveness discriminant

Usually, PLS regression equation does not need to use all components \( (t_1, t_2, \cdots, t_A) \) to model and it adopts the interception way to select the previous \( m \) components (\( m < A, A = rank(X) \)). The model with better prediction performance can be obtained by only using these \( m \) components \( (t_1, t_2, \cdots, t_A) \). If the follow-up components can not offer more meaningful information for interpreting \( F_0 \), the way of adopting more components will only undermine the understanding of the statistical trends and leading to wrong forecasting results [22-25].

In the process of building partial least squares regression model, how many components should be selected on earth? Whether it has remarkable improvement for the model’s forecasting function after adding one component. Then we adopt the cross effectiveness to discriminate: all samples set after removing some sample points can be seen as a sample and a regression equation can be fitted using \( h \) components and then the eliminating sample points can be put into the previous fitting equation, the fitting value \( \hat{y}_{(h-i)} \) of \( y_i \) in the sample point \( l \) can be obtained. Each sample point repeats the above calculation. Define the sum of prediction error squares of \( y_i \) as \( \text{press}_h \), namely,

\[
\text{press}_h = \sum_{i=1}^{n} (y_i - \hat{y}_{(h-i)})^2 \quad (2)
\]
In addition, regression equations containing \( h \)
components are fitted by all sample points. If \( y_{hi} \)
is the predictive value of the \( i \)th sample point, then sum of error
square of \( y_j \) can be defined as \( ss_h \), namely,
\[
ss_h = \sum_{i=1}^{n} (y_i - \bar{y}_{hi})^2
\]  
(3)

Generally speaking, \( press_h > ss_h \), and \( ss_h < ss_{h-1} \),
but which is bigger, \( ss_{h-1} \) or \( press_h ? \) \( ss_{h-1} \) is fitting
error of equation with \( (h-1) \) components fitted by all
sample points. \( press_h \) added a component b, but
containing disturbance error of sample point. If \( press_h \)
is smaller than \( ss_{h-1} \), to some extent, then it is considered
that forecasting precision can be obviously improved by
adding a component \( t_h \). Therefore, the smaller \( press_h \)
is, the better it is, namely,
\[
press_h \leq 0.95^2
\]  
(4)

The cross effectiveness discriminant can also be
defined as,
\[
Q_h^2 = 1 - \frac{press_h}{ss_{h-1}}
\]  
(5)

If \( Q_h^2 \geq (1-0.9025)=0.0975 \), it indicates that the quality
of model can be improved by adding component, otherwise not.

III. THE FUNDAMENTAL OF PSO

Suppose in \( D \) dimension target searching space, there is
a community including \( N \) particles. The position of the
\( i \)th particle is represented a \( D \) dimension vector \( X = (x_{i1}, x_{i2}, \ldots x_{id}) \); the historical optimal position of the \( i \)th particle
is represented \( P_i = (P_{i1}, P_{i2}, \ldots P_{id}) \). The optimal position
searched by all particles from now on is notated as \( P_a =
(P_{a1}, P_{a2}, \ldots P_{ad}) \). The speed of the \( i \)th particle is also a \( D-
\)dimension vector \( V = (v_{i1}, v_{i2}, \ldots v_{id}) \), it determines the
displacement of particles in the searching space. Therefore, PSO is an arithmetic based on iteration idea.
PSO adjusts their corresponding positions according to the following formula (6) and (7) [26-29]:
\[
\begin{align*}
x_{id}^{k+1} &= x_{id}^k + v_{id}^{k+1} \\
v_{id}^{k+1} &= v_{id}^k + c_1r_1(p_{id}^k - x_{id}^k) + c_2r_2(p_{gd}^k - x_{id}^k) \\
v_{id} &= \begin{cases} v_{\text{max}} & \text{if } v_{id} \leq -v_{\text{max}} \\ -v_{\text{max}} & \text{if } v_{id} > v_{\text{max}} \end{cases}
\end{align*}
\]  
(6)

Wherein, \( 1 \leq i \leq N, 1 \leq d \leq D, k \) is the iteration
times\((\leq 0)\); The acceleration constants \( c_1 \) and \( c_2 \) are
nonnegative number; \( r_1 \) and \( r_2 \) are the random number
between 0 and 1; \( v_{\text{max}} \) is a constant, which limits the max
speed value. The speed of the particle is bigger when \( v_{\text{max}} \)
is bigger, which is suitable for global search. But it is
possible to fly across the optimal solution. If \( v_{\text{max}} \) is
smaller the particle may be in a specific area to search
carefully. The arithmetic ends when the max iteration
time reaches the iterative limiting value or the global
optimal solution is steady.

IV. THE MODELING STEPS OF PLS BASED ON PSO

Partial regression coefficients, which are the decision
variables of the PSO optimization equation, are retained
after building PLS model. And then the objective
function on the decision variables can be obtained. The
neighboring area of partial regression coefficients is the
definitional domain, it will be adjusted according to the
computing result and the new partial regression
coefficients can be obtained. Compared with the original
PLS model, the algorithm will be ended until the
optimization results are satisfied.

The main modeling steps are as follows:
1) According to the ideas of PLS modeling, the
freezing depth forecasting model is established. And then the objective
function on the decision variables can be obtained. The
neighboring area of partial regression coefficients is the
definitional domain, it will be adjusted according to the
computing result and the new partial regression
coefficients can be obtained. Compared with the original
PLS model, the algorithm will be ended until the
optimization results are satisfied.
2) Fix on constraints and fitness function. The
constraints are the definitional domain of each decision
variable. Defined the fitness function as follows:
\[
\begin{align*}
\min f_1(x) &= \frac{1}{m} \sum_{i=1}^{m} \left( \frac{y_{ni} - y_j}{y_j} \right) \\
\min f_2(x) &= \frac{1}{n} \sum_{i=1}^{n} \left( \frac{y_{di} - y_j}{y_j} \right)
\end{align*}
\]  
(8)
(9)

Wherein, \( \min f_1(x) \) is the minimum fitting relative error; \( \min f_2(x) \) is the minimum reserved inspection
relative error; \( m \) is the sample size; \( n \) is the reserved
inspection sample size; \( y_{ni} \) is the fitting value of freezing
depth, \( mm \); \( y_{di} \) is the reserved inspection value of freezing
depth, \( mm \); \( y_j \) is the measured value of freezing depth, \( mm \).
In order to find the optimal results, (8) and (9) all
need to reach minimum. Now the two fitness functions
are to combine to form one function by the weight
method [30], the last fitness function is as follows:
\[
\min f(x) = \alpha_1 \min f_1(x) + \alpha_2 \min f_2(x)
\]  
(10)

Wherein, \( \alpha_1 \) and \( \alpha_2 \) are the weights, which are fixed
on by the trial method.
3) Fix on the process and control parameters of PSO, including the initialized swarm number \( N \), the acceleration constants \( c_1 \) and \( c_2 \), the maximum flying speed limiting value \( v_{\text{max}} \) and the end iterating time \( k \).

4) Optimization and solution build PSO-PLS model and print optimization results.

V. EXAMPLE ANALYSIS

There are many factors affecting freezing depth of soil, but soil temperature is the most important one. In winter, the surface and soil temperature reduces gradually with the decreasing of air temperature. When soil temperature is lower than freezing temperature of soil, the soil begins to freeze. Therefore, the frozen-thaw process of soil is closely related to soil temperature.

A. Data source

Freezing depth measured data (\( y \)) (For convenience, freezing layer thickness is used here) is regarded as the dependent variable, some factors such as air temperature (\( x_1 \)), land surface temperature (\( x_2 \)), soil temperature of 5cm depth (\( x_3 \)), soil temperature of 10cm depth (\( x_4 \)), soil temperature of 15cm depth (\( x_5 \)), soil temperature of 20cm depth (\( x_6 \)), soil temperature of 40cm depth (\( x_7 \)), soil temperature of 80cm depth (\( x_8 \)), soil temperature of 100cm depth (\( x_9 \)), soil temperature of 140cm depth (\( x_{10} \)), soil temperature of 180cm depth (\( x_{11} \)), are selected as the independent variables. The stage data from Nov. 6, 2008 to Mar. 4, 2009 are used to build model, the data from Mar. 5, 2009 to Mar. 16, 2009 are used to inspect the accuracy of model.

According to experiment data, frozen-thaw curve and temperature change curve can be drawn as figure 1 and figure 2.

From these figures we can see that the frozen-thaw process of seasonal frozen soil can be divided into two stages, namely, unidirectional freezing stage and bidirectional melting stage. In addition, the temperature curve in whole test cycle all generate fluctuation throughout zero centigrade, causing phase transition of soil moisture and change of soil frozen-thaw process.

B. Multiple correlation diagnosis

With the variance inflation factor to diagnose each independent variable, multiple correlation among them exists is checked up. Variance inflation factor is named as (\( VIF \)), [10, 22], the expression is as follows:

\[
(VIF)_j = \left(1 - R_j^2\right)^{-1}
\]

Wherein, \( R_j^2 \) are the multiple correlation coefficients taking \( x_j \) as the dependent variable to other independent variables. The max (\( VIF \)) in all \( x_j \) is usually regarded as the important index of the multiple correlation. If (\( VIF \)) \( > 10 \), namely \( R_j^2 > 0.9 \), that is to say, the multiple correlation will affect the estimation value of the least squares (LS for short) seriously and there is a highly relevant phenomena among them. The multiple
correlation coefficient and variance inflation factors of each $x_i$ are shown in Table I.

### TABLE I.

<table>
<thead>
<tr>
<th>variables</th>
<th>$x_1$</th>
<th>$x_2$</th>
<th>$x_3$</th>
<th>$x_4$</th>
<th>$x_5$</th>
<th>$x_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R^2_j$</td>
<td>0.786</td>
<td>0.970</td>
<td>0.309</td>
<td>0.999</td>
<td>0.999</td>
<td>0.996</td>
</tr>
<tr>
<td>$(VIF)_j$</td>
<td>4.662</td>
<td>33.70</td>
<td>1.446</td>
<td>855.76</td>
<td>948.34</td>
<td>254.76</td>
</tr>
</tbody>
</table>

From Table I, we can know that the multiple correlation coefficients of $x_2$, $x_7$, $x_{11}$ are all above 0.9, and the max $(VIF)_j$ = 948.3377 > 10, that is to say, there is a serious multiple correlation among those independent variables.

#### C. Build PLS model

First, the series of the independent and dependent variables are normalized by matlab7.1 [31]. Second, the PLS theory is applied to extract three principal components. The cross effectiveness result is shown in Table II.

### TABLE II.

<table>
<thead>
<tr>
<th>Principal component</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calculated value</td>
<td>0.7785</td>
<td>0.6507</td>
<td>0.3128</td>
<td>-0.8164</td>
</tr>
<tr>
<td>Critical value</td>
<td>0.0975</td>
<td>0.0975</td>
<td>0.0975</td>
<td>0.0975</td>
</tr>
</tbody>
</table>

From Table II, we can know that the calculated value is less than 0.0975 when extracting three principal components, namely, that extracting three principal components $t_1$, $t_2$, $t_3$ meet the demands. And then do the linear regression of $y$ on $t_1$, $t_2$, $t_3$, the multiple correlation coefficient can be obtained $R^2 = 0.9903$, $F=0$, the PLS model is as follows:

$$
\hat{y} = -0.6320x_1 + 2.1330x_2 - 2.9009x_3 + 3.1353x_4 + 3.0573x_5 + 3.4619x_6
$$

$$
-0.1009x_7 - 6.7977x_8 - 1.18103x_9 - 143.515x_{10} - 15.7887x_{11} + 79.4653
$$

#### D. Precision analysis

The correlation coefficient square of above mentioned three principle components, $x_1$ to $x_{11}$, and dependent variable $y$ are shown in Table III.

#### TABLE III.

<table>
<thead>
<tr>
<th>$R^2$</th>
<th>$x_1$</th>
<th>$x_2$</th>
<th>$x_3$</th>
<th>$x_4$</th>
<th>$x_5$</th>
<th>$x_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_1$</td>
<td>0.3563</td>
<td>0.4020</td>
<td>0.1155</td>
<td>0.7360</td>
<td>0.8269</td>
<td>0.9407</td>
</tr>
<tr>
<td>$t_2$</td>
<td>0.4568</td>
<td>0.5324</td>
<td>0.2033</td>
<td>0.2283</td>
<td>0.1387</td>
<td>0.0148</td>
</tr>
<tr>
<td>$t_3$</td>
<td>0.0181</td>
<td>0.0001</td>
<td>0.2975</td>
<td>0.0113</td>
<td>0.0167</td>
<td>0.0286</td>
</tr>
</tbody>
</table>

According to Table III, accumulated interpretation ability is calculated and shown as in Table IV. From the Table IV we can see that the accumulated interpretation ability of three components to independent is 93.35%, and to dependent is 97.51%. From Table IV we can also see the independence of independent $x_3$ and dependent variables are all up to 90%, except $x_1$ is 83.12%.

### TABLE IV.

<table>
<thead>
<tr>
<th>$R^2$</th>
<th>$x_1$</th>
<th>$x_2$</th>
<th>$x_3$</th>
<th>$x_4$</th>
<th>$x_5$</th>
<th>$x_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_1$</td>
<td>0.3563</td>
<td>0.4020</td>
<td>0.1155</td>
<td>0.7360</td>
<td>0.8269</td>
<td>0.9407</td>
</tr>
<tr>
<td>$t_2$</td>
<td>0.4568</td>
<td>0.5324</td>
<td>0.2033</td>
<td>0.2283</td>
<td>0.1387</td>
<td>0.0148</td>
</tr>
<tr>
<td>$t_3$</td>
<td>0.0181</td>
<td>0.0001</td>
<td>0.2975</td>
<td>0.0113</td>
<td>0.0167</td>
<td>0.0286</td>
</tr>
</tbody>
</table>

**E. Build PSO-PLS model**

The regression coefficient is regarded as the original value of solving model. To prevent the algorithm precocious phenomena, the initial population number, the iteration time and the acceleration factors are tested and optimized repeatedly in the process of solving model. The final calculation results can be seen: the group size $N=100$, the iteration time $k=60$, the acceleration factors $c_1 = c_2 = 1.5$. The goal function law is shown in figure 3 after...
60 times iteration when $\alpha_1 = 0.81$, $\alpha_2 = 0.19$. From figure 3, we can know that the fitness function tends to be stable. The final model after optimization is as follows:

$$
\hat{y} = -2.3462x_1 + 5.0112x_2 - 0.8977x_3 \\
- 0.5006x_4 - 5.4864x_5 + 13.8440x_6 \\
+ 11.0425x_7 - 17.3525x_8 - 0.0067x_9 \\
- 3.1467x_{10} - 39.8283x_{11} + 79.4653
$$

From Table V we know that the precision of PSO-PLS model has been improved greatly not only in fitting stage but also in forecasting stage, the average relative error in fitting stage is reduced by 58.7% and 69.4% in forecasting stage. Only in fitting stage the average absolute error of PLS model is better than the PSO-PLS model, which does not affect the overall prediction level. The fitting and forecasting curves are drawn respectively (figure 4 and figure 5). From figure 4 and figure 5 we also can see that the fluctuation amplitude of PSO-PLS model fitting curve is smaller than that of PLS model and the precision of PSO-PLS model is also higher. Thereby the model validity can be proved, and it can be used in the prediction of freezing layer thickness.

F. Model comparative analysis

The optimization result goes back to (1) and (2), and the fitting relative error after optimization is 10.96%, the reserved inspection relative error is 3.97%. The model precision has greatly improved. In order to compare and analyze conveniently, the comparative analysis results of forecasting model are shown in Table V between in fitting stage and in forecasting stage.

<table>
<thead>
<tr>
<th>Model type</th>
<th>Fitting stage</th>
<th>Forecasting stage</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>relative error (%)</td>
<td>absolute error (cm)</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>Mean</td>
</tr>
<tr>
<td>PLS forecasting model</td>
<td>936</td>
<td>26.54</td>
</tr>
<tr>
<td>PSOPLS forecasting model</td>
<td>54.45</td>
<td>10.96</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Model type</th>
<th>Fitting stage</th>
<th>Forecasting stage</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>relative error (%)</td>
<td>absolute error (cm)</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>Mean</td>
</tr>
<tr>
<td>PLS forecasting model</td>
<td>15.14</td>
<td>13.00</td>
</tr>
<tr>
<td>PSOPLS forecasting model</td>
<td>6.82</td>
<td>3.97</td>
</tr>
</tbody>
</table>

VI. CONCLUSION

Through theoretical analysis and calculation of PSO-PLS model, some conclusions can be obtained:
1) The variable can be processed by PLS model and the best explanation principal components can be extracted. On the one hand, the multiple correlations among variables can be solved; on the other hand, it can provide the foundation for optimizing the regression coefficient.

2) By assistant analysis, accumulative interpreting ability of freezing deep impact factor on freezing deep is derived. From the analysis results we can see that temperature has strongly independence, accounting for small proportion in the three principal components. According to actual observation, fluctuation of 5cm ground temperature changes greatly with temperature, which shows certain independence compared with other ground temperatures.

3) The PSO can be introduced into PLS modeling to optimize the regression coefficient. The multi-objective optimization thought is used to set up the fitness function and the multi-objective problem is solved by the trial method. This can not only improve the model fitting precision but also improve the prediction precision. The example shows that this method can provide a new approach for building freezing depth model. Therefore, it can expand the research idea of the freezing depth prediction.
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