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Abstract—In this paper, we evaluate some techniques for the time series similarity searching. Many distance measures have been proposed as alternatives to the Euclidean distance in the similarity searching. To verify the assumption that the combination of various similarity measures may produce more accurate similarity searching results, we propose an multi-measure algorithm to combine several measures based on weighted BORDA voting method. The proposed method is validated by the analysis results of the flood data obtained from Wangjiaba in the Huaihe basin of China.
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I. INTRODUCTION

With the development of the information technology and the sensor technique, there are more and more datasets stored in the form of time series, including financial, stock prices, climatic, biological, hydrological and other fields. A time series is a collection of observations obtained sequentially through time. It’s one of the hottest problems to discover knowledge from those data. Data mining on time series is mainly about similarity searching, classification, clustering, sequential patterns mining and prediction. As the important basis of other tasks, similarity searching has been paid more attention.

Similarity searching is firstly presented in [1] and mainly focuses on representation, indexing and similarity measure. A univariate time series is often regarded as a point in multidimensional space, so one of the major reasons for time series representation is to reduce the dimension (i.e. the number of data point) because of the curse of dimensionality. Many approaches are used to extract the pattern, which contains the main information of original time series, to reduce the dimension. Piecewise linear representation (PLA) [2, 3], Piecewise Aggregate Approximation (PAA) [4], etc. use k adjacent segments to represent the time series with length m(n>>k). Furthermore, perceptually important points (PIP) [5], critical point model (CMP) [6], etc. reduce the dimension by preserving the salient points. Another common family of time series representation approaches transform time series into discrete symbols, so that string operation could be performed on time series, e.g. Symbolic Aggregate Approximation (SAX) [7], Shape description Alphabet (SDA) [8], and other symbol-generation method based on clustering [9, 10]. Representing time series in the transformation domain is another large family of approaches, e.g. Discrete Fourier Transform (DFT) [11], Discrete Wavelet Transform (DWT) [12], FD [13] transform the original time series into frequency domain. After transformation, only the first few or the best few coefficients are chosen to represent the original time series [14]. Recently, the extraction of semantic characteristics for semantic similarity are paid more and more attention in different domain[15]. Many of the representation schemes are incorporated with different multi-dimensional spatial indexing techniques, e.g. the k_d tree [16], b_tree [17], r_tree and its variants [18, 19], are used to indexing sequences to improve the the query efficiency during similarity searching. Given two time series S, Q and their representation PS, PQ, a similarity measure function D calculates the distance between the two time series, denoted by D(PQ, PS) to describe the similarity/dissimilarity between Q and S, such as Euclidean distance (ED) [1] and the other Lp Norms, dynamic time warping (DTW) [20], longest common subsequence (LCS) [21], slope distance [22] and pattern distance [23].

During similarity searching, the traditional approach is to select one similarity distance to measure the similarity. For k nearest neighbor (kNN) searching, the similarity measure could be considered as classifier, and classifies the time sequences into the 1st similar sequence, the 2nd similar sequence, ..., the kth similar sequence and the not similar sequence categories. Inspired by the concept, that multi-classifier could improve the accuracy of classification [24], multi-measure method is used for kNN searching. Reference [25] proposed a new heuristic method based on weights to combine measures in the nearest neighbor decision rule, and find in some cases, combining metrics brought a good accuracy gain. Reference [26] used a multi-metric function that combines distances from many descriptors (colors, edges, textures, etc.) to retrieve content-based multimedia information, and presented three novel techniques to find a different weight to each descriptor representing its relative importance in the combination.

In this work, a multi-measure method based on the weighted BORDA voting method is proposed for univariate kNN similarity searching. Several similarity
measures are used to search similar sequences respectively, then, the weighted BORDA voting method is used to synthesize the similar sequences and obtain the final $k$NN sequences.

In the next section, we briefly describe the BORDA voting method and some similarity measures widely used. Next, Section 3 presents the proposed algorithm to search the $k$NN sequences. Data sets and experimental results are shown in section 4. Finally, Section 5 concludes the paper.

II. RELATED WORK

A. BORDA Voting Method

BORDA voting, a classical voting method in group decision theory, is proposed by Jena-Charles de BORDA. Supposing $k$ is the number of winners, $n$ is the number of candidates; $n$ electors express their preferences from high to low in the sort of candidates. To every elector’s vote, provide the No.1 candidate $m$ points (called voting score), the second candidate $m-1$ points, followed by analogy, the last one put 1 points. The accumulated voting score of the candidate is BORDA score. The candidates, BORDA scores in the top $k$, are called BORDA winners.

B. Similarity Measures

In many fields, the similarity between two sequences is usually measured by a distance function. Simplicity is inversely proportional to distance, the smaller distance the more similar of two sequences.

Minkowski Distance. Minkowski distance is a commonly adopted similarity measure. Manhattan distance and Euclidean distance are both special cases of Minkowski distance. This measurement method has the advantage of easily calculating, indexing and clustering. However, it is sensitive to noise and small variations in time axis. So Minkowski distance is not well suitable for similarity comparison of two sequences directly.

Dynamic Time Warping Distance. Dynamic programming is the theoretical basis for dynamic time warping (DTW). DTW is a non-linear planning technique combining time and distance measure, which was firstly introduced to time series mining areas by Berndt and Clifford [19] to measure the similarity of two univariate time series. According to the minimum cost of time warping path, the DTW distance supports time axis stretching, but does not meet the requirement of triangle inequality, and with high computing cost.

Pattern Distance. Pattern distance [23] is an effective similarity measure too. It remedies the defect of time series match in point distance, and reflects the dynamic trends of the time series. It is closer to natural language description, with clear physical meaning of pattern definition and rapid calculation speed. To overcome the inaccuracy caused by the pattern distance, Reference [22] proposed a slope distance to measure the similarity of time series, which is claimed with more clear physical meaning, more intuitive and simple calculation process. The slope distance meets the basic criteria of similarity measure such as symmetry, self-similarity, non-negative and triangle inequality.

III. THE PROPOSED METHOD

In the previous section, we have reviewed the BORDA voting method and several similarity measures. In this section, we propose a multi-measure similarity measure on weighted BORDA voting method, denoted by $SW_{BORDA}$, for univariate ANN searching. The proposed method is suitable for both the whole and subsequence matching similarity searching.

A. Multi-measure Weighted BORDA Voting: $SW_{BORDA}$

Traditional BORDA voting method takes just the order into consideration, without the actual gap between two adjacent candidates, that may lead to rank failure for the candidates. For example, assuming four candidate $r_1, r_2, r_3, r_4$ take part in race, the first round position is $r_1, r_2, r_3, r_4$, the second is $r_2, r_1, r_4, r_3$, the third is $r_3, r_2, r_1, r_4$, and the last is $r_4, r_4, r_2, r_1$. The four runners are all ranked no.1 with traditional BORDA score (10 points), because of considering only the rank order, but not the speed gap of runners in the race. In our proposed approach, we use the complete information of candidate, including the order and the actual gap to neighbor, to generate the BORDA score.

Given the query sequence $Q$, to perform $k$NN searching in time series database, several similarity measures are used to calculate the similar sequences respectively. For one similarity measure, the $m$ nearest neighbor sequences are $s_1, s_2, ..., s_m$, where $m$ is equal or greater than $k$, and the similarity distance to query sequence is $d_1, d_2, ..., d_m$ respectively. The similarity distance $d_1$ is less than or equal to $d_0$ and the distance gap, $d_0-d_1$, describes the similarity gap to the query sequence of $s_1$ and $s_2$, to query sequence. Let the weighted voting score of $s_1$ $p$ points, and $s_m$ 1 point, the weighted voting score of the sequence $s_i$, $VS_i$, is defined by

$$VS_i = m - (m-1) \times \frac{d_i - d_1}{d_0 - d_1} \quad (i = 1, ..., m) \quad (1)$$

$VS_i$ is inversely proportional to $d_i$, $s_1$ is the baseline, the higher similarity gap between $s_i$ and $s_1$, the lower weighted BORDA score $s_i$ will get. Traditional BORDA voting is a special case of weighted BORDA voting when the similarity gaps between adjacent candidate are all equal i.e. $d_0 - d_1 = d_2 - d_3 = ... = d_{m-1}$. If $s_1$ is a baseline, then the lower weighted BORDA score $s_i$ will get. The weighted voting scores of the sequence $Q$ and obtain its weighted BORDA score. The sequences are ranked on their weighted BORDA scores, and the top $k$ are the final similar sequences to $Q$. The model of multi-measure similarity searching based on weighted BORDA voting is shown in Fig. 1.

In the model of Fig. 1, several similarity measures, called single-measure, are selected to search the $m$NN sequences one by one, where $m$ is greater than the final $k$, then the $m$NNs are truncated to generate candidate similar sequences. At last, the weighted BORDA voting method
is performed on candidate similar sequences to obtain the kNN sequences. Intuitively, multi-measure measures the similarity from different aspects (measures), and synthesizes them. The following sections describe the similarity searching in detail.

![Diagram of multi-measure similarity searching](image)

### B. The Selection of Single-measures

The single-measure, included in our multi-measure, should be selected according to the analytic request, e.g. pattern distances or slope distances are suitable for shape similarity, and DTW is suitable for sequences with different lengths. Besides similarity measure, the representation, indexing, and searching method, etc. should be considered. When performing mNN by single-measure, the m should be greater than the final k, so that k candidate similar series could be obtained after truncation.

### C. Truncating the Similar Sequences

The similar sequences of single-measures may not start from the same time, but the similar sequences with close start time could be considered as in the same candidate similar sequence, so the similar sequences should be truncated to obtain the candidate similar sequences. The truncation includes three cases: grouping the original similar sequences, deleting the isolated sequences, aligning the overlapping sequences and reordering the sequences.

The truncation for whole sequence matching is just a special case for subsequence matching, so we introduce the truncation in subsequence matching similarity searching. In Fig. 2, three single-measures have been used to search 3NN sequences for univariate query sequence with length l. The original 3NN sequences of the first measure are s11 (the subsequence from t11 to t11+l), s12 (from t11 to t12+l) and s13 (from t13 to t13+l). The similar sequences are presented according to their occurrence time, and the present order don’t reflect the similarity order to the query sequence. The original 3NN sequences of the second measure are s21 (from t21 to t21+l), s22 (from t22 to t22+l) and s23 (from t23 to t23+l), and these of the third measure are s31 (from t31 to t31+l), s32 (from t32 to t32+l) and s33 (from t33 to t33+l).

1) Grouping the original similar sequences

The original similar sequences of single-measures are divided into several groups, so that in each group, for any sequence s, at least one sequence w, which is overlapping with s more than, e.g. ten percent l, could be found. The original similar sequence, not overlapping with any others, will be put into a single group just including itself. In Fig. 2, all the similar sequences are divided into five groups. The group g1 includes s11, s21, s31- s11 and s21 overlap with s21 and s31 respectively, and the overlapping lengths are all over ten percent l. g2 includes s32, g3 includes s12, s23, g4 includes s13, s33, and g5 includes s33.

2) Deleting the isolated sequences

The group, in which the number of similar sequences included is less than half number of the single-measures, is called isolated group, and the similar sequences in isolated group are called isolated similar sequences. Isolated sequences and groups are deleted and ignored in the subsequent processing. In Fig. 2, groups g2 and g3 are both isolated groups, because the number of included sequences is less than half the number of single-measures i.e. three, and will be deleted.

3) Aligning the overlapping sequences

The original similar sequences in the same group should be set the same start time and length. For one group, the average start time t of all the included sequences is calculated, then the subsequence from t to t+l, denoted by cs, is candidate similar sequence. The cs is regarded as the similar sequences of all the single-measures, and the similarity distance between cs and the query sequence is recalculated by the single-measures one by one. If the group contains the similar sequence of the ith single-measure, then the corresponding similarity distance is set to cs for the ith single-measure to reduce computation. In Fig. 2, For group g1, the average of t11, t21, t31, t1 is computed, then the subsequence sG1, from t1 to t1+l, is the candidate similar sequence. For group g3, the similarity distance between sG2 and the query sequence should be recalculated by the third single-measure. The same alignment operation is performed on group g4 to obtain the candidate sequence sG3.

4) Reordering the candidate similar sequences

For each single-measure, the candidate similar sequences are reordered by the similarity distance calculated in step (3), and the weighted BORDA voting method is used to synthesized the candidate similar sequences and generate the kNN sequences.

In whole matching kNN searching, the original similar sequences are either whole overlapping or not overlapping each other, and the truncation steps are the same to that of the subsequence matching.
IV. EXPERIMENTS AND ANALYSIS

In order to evaluate the performance of our proposed techniques, we performed experiments on real-world datasets. In this section, we first describe the data sets used in the experiments, and the experiments methods followed by the results.

A. Datasets

Great deal of hydrological data, obtained by long-term observation, contains important information. Data mining plays an increasingly significant role in dealing with massive and complex hydrological data. Similarity analysis in hydrological time series is one of the most important basic technologies, which is directly applied to answer questions in flood control such as "which historical period corresponding to the current situation". The experiments have been conducted on the flood data from Wangjiaba in the Huaihe basin of China. The data was recorded from June 1st to September 30th in every year during 1998 to 2009, four observation values were obtained at 2:00, 8:00, 14:00 and 20:00 every day.

B. Methods

Our goal is to determine if multi-measure in the similarity searching could perform better than using always the same one. The Euclidean distance (ED) is the most straightforward similarity measure for time series. Normally the ED is used as the baseline when someone wants to advocate the utility of a novel measure. dynamic time warping (DTW) and slope distance (SD) is proved to be able to produce good results in hydrological [27, 28], so in the experiments, ED, DTW and SD are selected as the single-measures. The multi-measure on traditional BORDA voting method, denoted by $S_{TBORDA}$, is also included as a compared measure.

Time series piecewise linear representation based on features points [7] is performed to extract the pattern representation of the flood data. Two case studies, single-peak and double-peak flood process 5NN searching, was conducted to verify the feasibility and effectiveness of the proposed multi-measure similarity measure.

C. Experimental Results

Table I illustrates the top 5 similar subsequences of single-peak flood process with query sequence from 2:00 on July 31, 2000 to 20:00 on August 29, 2000, and Fig. 3 illustrates the trend of similar subsequences. In Fig. 3, horizontal axis stands for time, vertical axis stands for flow.

In table I, the similar subsequences of multi-measure all appear in more than one single-measure results. The subsequence from 2:00 on 1 July, 2004 only appears in the result of DTW, so gets the low weighted BORDA score and is discarded. To the subsequences from 2:00 on June 16, 2007 and 8:00 on 1 August, 2008, although appear in more than one results of single-measures, but there is big similarity gap between them and their neighbor, so get low weighted voting score and are discarded. In Fig. 3(e), the similar subsequences of SWBORDA show almost the same trend with query sequence, compared to the three discarded subsequences, the subsequences in Fig. 2(e) are more similar to the query sequence.

Table I shows that, SWBORDA and $S_{TBORDA}$ find the same 5 similar subsequences, but $S_{TBORDA}$ provides 4 similar subsequences with the same BORDA scores.

<table>
<thead>
<tr>
<th>start time</th>
<th>distance</th>
<th>start time</th>
<th>distance</th>
<th>start time</th>
<th>distance</th>
<th>start time</th>
<th>BORDA score</th>
<th>start time</th>
<th>weighted BORDA score</th>
</tr>
</thead>
<tbody>
<tr>
<td>2000.8.31</td>
<td>2:00</td>
<td>799.86</td>
<td>2005.6.1</td>
<td>8:00</td>
<td>465</td>
<td>2008.7.1</td>
<td>20005.6.1</td>
<td>8:00</td>
<td>2005.6.1</td>
</tr>
<tr>
<td>2008.8.1</td>
<td>8:00</td>
<td>848.37</td>
<td>2005.6.16</td>
<td>2:00</td>
<td>1830</td>
<td>2005.7.31</td>
<td>2000.8.31</td>
<td>8:00</td>
<td>2005.7.31</td>
</tr>
<tr>
<td>2005.6.1</td>
<td>8:00</td>
<td>944.75</td>
<td>2004.7.1</td>
<td>2:00</td>
<td>3730</td>
<td>2007.6.16</td>
<td>2008.7.1</td>
<td>8:00</td>
<td>2008.7.1</td>
</tr>
<tr>
<td>2007.6.16</td>
<td>8:00</td>
<td>971.13</td>
<td>2005.7.31</td>
<td>2:00</td>
<td>5230</td>
<td>2005.6.16</td>
<td>2000.8.31</td>
<td>8:00</td>
<td>2000.8.31</td>
</tr>
<tr>
<td>2008.7.1</td>
<td>8:00</td>
<td>1027.45</td>
<td>2008.8.1</td>
<td>2:00</td>
<td>7230</td>
<td>2000.8.31</td>
<td>2005.7.31</td>
<td>8:00</td>
<td>2005.7.31</td>
</tr>
</tbody>
</table>
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Table II and Fig. 4 illustrates the top 5 similar subsequences of double-peak flood process with query sequence from 2:00 on August 15, 2000 to 20:00 on September 13, 2000. In Fig. 4, horizontal axis stands for time, vertical axis stands for flow. In Table II, the similar subsequences of multi-measure all appear in more than one result of single-measures besides the subsequence from 2:00 on August 15, 2007. The subsequences from 2:00 on July 16, 2007, 2:00 on July 1, 2003 and 2:00 on July 1, 2005 are discarded. Although appearing in more than one results, but they get low weighted BORDA score because of big gap between them and their ahead neighbor. In Fig. 4(e), the similar subsequences of multi-measure have almost the same double-peak with query sequence.

**Table II. Similar subsequences of double-peak flood process**

<table>
<thead>
<tr>
<th>start time</th>
<th>distance</th>
<th>start time</th>
<th>distance</th>
<th>start time</th>
<th>distance</th>
<th>start time</th>
<th>distance</th>
<th>start time</th>
<th>BORDA score</th>
<th>start time</th>
<th>weighted BORDA score</th>
</tr>
</thead>
<tbody>
<tr>
<td>2004.8.15</td>
<td>675.72</td>
<td>2004.7.16</td>
<td>830</td>
<td>2004.7.31</td>
<td>0.52</td>
<td>2004.7.31</td>
<td>8</td>
<td>2004.7.31</td>
<td>8.19</td>
<td>2:00</td>
<td></td>
</tr>
<tr>
<td>2007.7.16</td>
<td>943.29</td>
<td>2008.7.17</td>
<td>2260</td>
<td>2007.8.15</td>
<td>0.57</td>
<td>2004.7.16</td>
<td>7</td>
<td>2004.7.16</td>
<td>6.36</td>
<td>2:00</td>
<td></td>
</tr>
<tr>
<td>2003.7.1</td>
<td>997.07</td>
<td>2004.7.31</td>
<td>4460</td>
<td>2003.7.1</td>
<td>0.75</td>
<td>2008.8.17</td>
<td>6</td>
<td>2008.8.17</td>
<td>6.18</td>
<td>2:00</td>
<td></td>
</tr>
<tr>
<td>2004.7.16</td>
<td>1037.63</td>
<td>2005.7.1</td>
<td>7660</td>
<td>2008.8.17</td>
<td>0.80</td>
<td>2004.8.15</td>
<td>6</td>
<td>2004.8.15</td>
<td>6</td>
<td>2:00</td>
<td></td>
</tr>
<tr>
<td>2005.7.1</td>
<td>1073.35</td>
<td>2007.7.16</td>
<td>8860</td>
<td>2004.8.15</td>
<td>0.88</td>
<td>2003.7.1</td>
<td>6</td>
<td>2007.8.15</td>
<td>4.45</td>
<td>2:00</td>
<td></td>
</tr>
</tbody>
</table>
Compared to the STBORDA, the SWBORDA discards the three-peak flood process from 2:00 on July 1, 2003, denoted by $s_{2003}$, and retains the double-peak flood process from 2:00 on August 15, 2007, denoted by $s_{2007}$. The subsequence $s_{2003}$ appears in two results of single-measure, but big gap between it and its neighbor results to the low weighted BORDA score. The subsequence $s_{2007}$ appears only in one result of single-measure, but it is close to the neighbor, so get high weighted BORDA score. The Fig. 4(e) and Fig. 4(d) show, compared to $s_{2003}$, $s_{2007}$ is more similar to the query sequence. Table II shows that, STBORDA give the last three similar subsequences the same BORDA score.

V. CONCLUSIONS AND FUTURE WORK

To verify if using different measures together improves the similarity searching accuracy, we present a multi-measure similarity analysis method based on weighted BORDA voting. We conducted two experiments and compare the accuracy of the multi-measure against three single-measures (the Euclidean distance, dynamic time warping and slope distance) on the flood records of Wangliaba in Huaihe basin of China. The experimental results show that multi-measure on weighted BORDA voting could produce more accurate similar sequences than single measures and multi-measure on traditional BORDA voting.

In the similarity result of single-measure, the voting scores of the 1st and the kth similar sequences are fixed to k points and 1 point, respectively, even if they are not so similar to query sequence. This may affect the final result, and the problem will be tackled in the future. In the literature, there are still not so many studies in multi-measure similarity analysis for time series, the new integration method for multi-measure similarity will also be further explored.
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