A Particle Swarm Optimization Algorithm with Local Sparse Representation for Visual Tracking
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Abstract—Handling appearance variations caused by the occlusion or abrupt motion is a challenging task for visual tracking. In this paper, we propose a novel tracking method that deals with the appearance changes based on sparse representation in a particle swarm optimization (PSO) framework. First, we divide each candidate state into multiple structural patches to cope with the partial occlusions of the object. Once the object is lost, we present an object’s recovery scheme by the scale invariant feature transforms (SIFT) correspondence between two frames to reacquire the rough object position. Then the tracking state is searched in the vicinage of the rough object position using the PSO iteration. In addition, an online dictionary updating mechanism is presented to capture the object appearance variations. The object information from the initial frame is never updated in the tracking, while other templates in the dictionary are progressively updated based on the coefficients of templates. Compared with several conventional trackers, the experimental results demonstrate that our approach is more robust in dealing with the occlusions and abrupt motion variations.

Index Terms—Visual tracking, Particle swarm optimization, Dictionary learning, Sparse representation, Scale invariant feature transform (SIFT)

I. INTRODUCTION

Visual tracking has been a hot topic in the field of computer vision, especially for application of surveillance, action recognition and human computer interface. Although a great deal of works has been proposed with the development of efficient schemes and fruitful applications, it still remains an object drifting problem which is caused by occlusions, background clutter, illumination and viewpoint changes.

Current tracking methods can be classified into either discriminative or generative approaches. Generative module tackles tracking as searching regions most similar to the learned appearance model. These methods, either templates based [1, 4, 7, 8, 27] or subspace models based [5, 6], can work well when the size of training data is small. Adam et al. [3] introduce a part based tracker which splits the object state into multiple sub-regions to overcome the partial occlusions of the object. But the tracker ignores the problem of template updating. In [4], an effective tracking method which decomposes the observation and motion models into multiple basic corresponding models to capture a wide range object changes is presented. In [6], the low dimensional subspace learning scheme is explored to model the variations of object, which is robust to the illumination variations. PSO based tracker [7] that exploits the interactive swarms to track objects; the main drawback of this method is that subspace representation based method cannot handle the large object changes in neighboring frames. To overcome this problem, an efficient tracker [8] with the SIFT feature points correspondence and multiple fragments, which can handle the partial occlusions and large variations of the object motion, is proposed under the PSO framework.

Discriminative module formulates the tracking as a classification problem which aims to separate the object from the background region. Avidan [9] combines a set of weak classifiers into a strong to label a pixel as belonging to either the object or the background. Later in [10], an online boosting approach is used to update the discriminative features. However, they only use one positive sample (i.e. tracking result) and multiple negative samples to update the classifier. If the positive sample is imprecise, then an undesirable tracking result is added to the template set or training classifier, the entire tracking scheme will degrade, even failure finally. Babenko et al. [11] propose a multiple instance learning (MIL) scheme which puts the positive samples and negative ones into bags to handle the drifting problem. Zhang et al. [12] further extend MIL tracker, they consider the sample importance which is integrated into the online learning procedure, leading to a more robust estimation. Kalal et al. [13] propose P-N tracker using underlying structure of positive and negative samples to learn the classifier.

Although afore-mentioned approaches perform well in some scenes, it is sometimes easy to lose the object due to intrinsic and extrinsic factors. Recently, several attempts based on sparse representation have been made to address these issues. Mei et al. [14] treat the L1 tracking as finding a sparse representation in the template.
subspace. The representation is then exploited for visual tracking under the particle filter framework. The intensity feature in L1 tracker is explored to represent the object appearance since it is robust to occlusions and other tracking challenges. However, the drawback of the intensity feature is that it is sensitive to shape deformation of object and may fail when there is similar object clutter.

To overcome the above problem, we employ the SIFT descriptor as the appearance representation to describe the object more accurately. In this paper, our contribution is four-fold. (1) We propose a simple yet efficient tracking method based on the structural local sparse representation to cope with the complex challenges (e.g., appearance and abrupt motion variations). A candidate state is divided into multiple spatial patches and each patch denotes a fixed part of the object. During the tracking, we exploit the both partial information and spatial information of the object to continuously track the object especially in cases of background clutter with similar appearance model and partial occlusion. (2) SIFT feature point correspondence can recover the lost object from the tracking scene. The tracked object may fail due to large motion changes of the object between two consecutive frames. (3) The initial dictionary is constructed by the first ten frames of the tracked object. The object template from the first frame is never changed in the course of tracking. Other templates are selectively updated based on the sparse representation coefficient of the recent observation. (4) Compared with the particle filter based tracker, our approach can achieve the comparable tracking accuracy with much lower number of particles under the PSO framework.

This paper is structured as follows. We begin by reviewing the related work in the next section. Section III briefly reviews PSO algorithm and L1 tracking method. The proposed algorithm is presented in Section IV for more details. Section V is devoted to conclusions.

II. RELATED WORKS

Sparse representation for visual tracking has drawn much interest and been successfully applied in numerous vision applications. With sparsity constraints, a tracking candidate is sparsely represented in the form of linear combination of only a few atoms of the dictionary which is composed of object templates and trivial templates. The advantage of the sparse representation lies in the robustness to background clutter, occlusion and noises. Bao et al. [15] develop a new L1 tracker that runs in real time using accelerated proximal gradient (APG) algorithm. The authors add L2 norm regularization on the coefficients associated with the trivial templates to the L1 minimization model to improve the tracking performance. Liu et al. [16] propose a local sparse representation scheme for visual tracking. The object appearance is modeled by the histograms of sparse coefficients. The tracking results are decided via mean shift of voting maps. The main drawback of this approach is that it can not handle the similar object appearance well using a static local sparse dictionary. Object tracking with fixed template or dictionary learned from the first frame is likely to fail due to large appearance variation. Therefore, a time-variant object template during the tracking process is essential to capture the object appearance variations. In [17], authors propose a block-division based covariance feature multiple object tracking algorithm under the sparse representation framework. Chen et al. [18] propose a combination method of learned appearance model and sparse representation for robust tracking. The appearance of an object is modeled by multiple linear subspaces, so it is sensitive to the abrupt appearance variations. In [19], a collaborative tracker that combines the generative module and discriminative module is used to cope with the tracking challenging in the course of tracking. Compared to the afore-mentioned trackers that pursue the sparse representation independently, Zhang et al. [20] present a multi-task sparse coding tracking method that casts each particle as a single task and mines correlations among different tasks to achieve a more robust tracking and reduce the computational cost.

Although sparse representation has been applied to the real-world tracking by searching the best candidate with the smallest reconstruction error, most sparse representation based trackers only consider the holistic appearance since it is robust to occlusions and other background clutter occurs.

Different from [14], the proposed scheme shows three improvements. First, our approach can handle the partial occlusion well due to using the patch information of object. When the partial occlusion occurs, we can make full use of the unoccluded parts of the object to continuously track it. Second, our algorithm recovers tracking by SIFT feature matching scheme between two frames if the object is lost. Matched SIFT feature points in current frame vote to the object’s center using the relative position of each SIFT point and center position from the last frame to reacquire the object. Finally, an online dictionary updating scheme can adapt the appearance changes of the object with less possibility of drifting and reduce the influence of the occluded object template as well.

III. MOTIVATION

A. Particle Swarm Optimization Tracking Framework

In this section, we briefly review the PSO tracking framework, and then formulate the visual tracking as the sparse representation problem.

Particle Swarm Optimization (PSO) [21] is a bio-inspired population based optimization algorithm which is used to search the global optimization by iteration. Each particle is a candidate solution and its movement depends on two important factors: the individual best state of each particle and the global best state among all the particles. Based on these two factors, each particle updates its velocity and position in the $n$th iteration as follows:
\[ v^{i,n+1} = w^i v^{i,n} + c_1 u_1(p^i - x^{i,n}) + c_2 u_2(g - x^{i,n}) \]  
\[ x^{i,n+1} = x^{i,n} + v^{i,n+1} \]

where \( i \) and \( n \) denote the \( i \)th particle and the \( n \)th iteration, respectively; \( v^{i,n} \) is its initial velocity; \( w^i \) is the inertial weight; \( p^i \) is individual best position in the previous iteration and \( g \) is the best position of the swarm; \( c_1, c_2 \) are acceleration constants; and \( u_1, u_2 \) are uniformly distributed random numbers. It is clear that the movement of each particle relies on three components: inertial velocity, cognitive effect and social effect. The cognitive effect represents the evolution of particle based on its own best position, and social effect indicates the evolution of particle according to the cooperation among the swarm.

In the PSO algorithm, each particle \( x^i \) has a corresponding fitness value \( f(x^i) \). In each iteration, the individual best position \( (p^i) \) is updated by Eq.(3) if the fitness value of current state is greater than the previous best state, otherwise the previous best state will be kept. The global best \( (g) \) that has the highest fitness value among all individual best state is the global optimal solution. This can be formulated as follows:

\[ p^i = \begin{cases} x^{i,n} & f(x^{i,n}) \geq f(p^i) \\ p^i & f(x^{i,n}) < f(p^i) \end{cases} \]

\[ g = \arg \max_{p^i} f(p^i) \]

**B. Sparse Representation based Tracking Method**

L1 tracker tackles tracking as the minimum error reconstruction via a regularized L1 minimization problem.

\[ \min_{\alpha} \frac{1}{2} \left\| X - D\alpha \right\|^2_2 + \lambda \left\| \alpha \right\|_1 \quad \text{s.t. } \alpha \geq 0 \]

where \( D = [T, I] \in \mathbb{R}^{d \times (n+d)} \) is composed of object templates \( T \) and trivial templates \( I \), \( d \) is the dimension of dictionary and \( n \) is the number of object patches. Each column in \( T \) is processed by reshaping pixels of a candidate object into a column vector; and \( I \in \mathbb{R}^{d \times d} \) denotes a unit matrix. An object candidate state \( x \in \mathbb{R}^d \) can be approximated by a linear combination of \( D \). Finally, the candidate state with the minimum reconstruction error is regarded as the tracking result under the particle filter framework.

\[ \hat{x} = \arg \min_x \frac{1}{C} \exp \left\{ -\eta \left\| x - D\alpha \right\|^2 \right\} \]

where \( \alpha \) is obtained by solving the L1 minimization; \( C \) is a normalization factor and \( \eta \) is a constant.

**IV. PROPOSED TRACKING SCHEME**

In this paper, we consider tracking under a new mechanism which is a combination of local search and global matching. The workflow of the proposed tracking algorithm is illustrated in Figure 1. When the object moves smoothly over time, the PSO local searching based tracker can be exploited to determine the object position directly. However, when the tracker cannot perform well due to abrupt motions, occlusion, and illumination changes, the global matching scheme is performed to recover the object from the cluttered background. We hold the opinion that the tracker loses the object if the fitness value in current frame is less than a given threshold. In this case, we extract the SIFT descriptors from the current frame which causes a tracking failure and match SIFT keypoints with the object state of the last frame. The refined matching points, which are further obtained by the RANSAC scheme from the matching set, vote the object center using the memorized position between the each SIFT point and object’s center position in the last frame. We can achieve the rough object position estimation by this means. Then the best particle state \( x \) is selected to represent the current state of the object under the PSO framework. Finally, the dictionary is updated in each fixed length frame interval to capture the appearance variations.

**A. The Dictionary Generation**

The initial dictionary \( D \) is constructed to model the object appearance. In our work, we adopt the first ten frames of a video to generate the initial dictionary. The initial object state is selected manually in the first frame, and then we run simple tracker (such as mean shift tracker [1]) in the first ten frames to obtain the rest object samples which contain rich object appearance information due to the motion of object in the scenes. We exploit overlapped patches inside each sample with a spatial layout and reshape the SIFT descriptor of each patch into a column vector. The patches altogether for all samples are regarded as the dictionary \( D \in \mathbb{R}^{d \times m} \), where \( d \) denotes the dimension of dictionary; \( m \) is the number of atoms in the dictionary. Our approach shares the same idea as the part based tracker that can handle the partial occlusion. The dictionary \( D = [T_1, T_2, \ldots, T_N] \) is further divided into \( N \) sub-matrices corresponding to \( N \) patches of a candidate state (\( N=9 \) in our article). Each sub-matrix \( T_p \) which contains 10 atoms (columns), can be used to linearly represent the corresponding patch of a candidate state.

**B. PSO Local Searching**

The scale invariant feature transform (SIFT) descriptor [22] has been proved to outperform other types of image
descriptor. We choose SIFT as the appearance descriptor of the object in our scheme and refer readers to a comprehensive survey for more details.

We apply an affine image warping to model the object motion between two consecutive frames \([6]\). When a new frame arrives, particles based on the object state of the last frame are randomly sampled according to Gaussian distribution at the beginning of PSO iteration, and each particle is regarded as an object candidate state. The state transition distribution is utilized by

\[
x_{t,j} \sim N(x_{t-1}, \Sigma)
\]

where \(x_{t,j}\) is the state at the time \(t-1\); the state \(x_t\) is modeled with six parameters of the affine transformation; \(\Sigma\) is the diagonal covariance matrix whose elements are variances of affine parameters. We then extract the SIFT feature from overlapped patches of each candidate state to represent the object and encode them with the dictionary. Let \(X=[x_1, \ldots, x_N]\) denotes the SIFT features extracted from all the patches of a candidate state, the sparse coefficient vector \(\alpha\) for coding \(X\) can be calculated by Eq.(5). Each column of \(\alpha\) denotes the coding result of one patch. Finally, all patches are combined within one candidate state for evaluating the fitness value. The score of one patch is obtained by

\[
E_{i,j} = \|x_{t,i} - T_j \alpha\|_2, \quad j = 1, 2, \ldots, N
\]

where \(E_{i,j}\) denotes the reconstruction error of the \(j\)th patch within the \(i\)th particle. In this paper, the fitness function, which is used to evaluate the global best state of particles, is defined as follows.

\[
f(x_{t,i}) = \exp \left\{-\frac{1}{2} \sum_{j=1}^{N} E_{i,j} \right\}
\]

\[
\hat{x}_t = \arg \max_i f(x_{t,i})
\]

where \(x_{t,j}\) denotes the \(j\)th object candidate state at the time \(t\); \(\beta\) is a scaling factor (\(\beta = 0.02\) in this paper). The fitness function \(f(x_{t,i})\) will be larger if the particle (candidate state) is more similar to the template. The individual best state and global best state of particles are updated by evaluating a fitness function at PSO iteration. The larger fitness value of a candidate state is, the more possibility of global optimum is. Finally, we cast the global optimal candidate state as tracking result by Eq.(10).

C. Object’s Recovery from the Failure

Since the range of sampling is limited around the previous object position. Most conventional trackers may lose the object easily and be difficult to recover tracking when the object undergoes a large shift or drastic illumination variations between two frames. In this case, we need to reinitialize the lost object using a global searching scheme. It is worth mentioning that the SIFT point matching plays an important role in the feature points based tracking methods. A frame-by-frame matching is obtained if the ratio of distances between the first and the second nearest neighbors is less than a predefined threshold. In Figure2, some matched keypoints are labeled in neighboring frames.

D. Dictionary Update

The appearance of object during the tracking process may change drastically due to intrinsic (e.g., shape and pose variations) and extrinsic factors (e.g., occlusion and illumination changes). A time-invariant appearance template cannot capture appearance changes and may lead to drift. In most tracking applications, the tracker must simultaneously handle the changes of both the object and the environment. Therefore, it is necessary to update the dictionary once every \(L\) frames (\(L=7\) in all the experiments).

Similar to [8], if full occlusion is detected, the dictionary updating process will be paused to avoid introducing the background noise into object templates. However, the object information from the first frame is never changed in the tracking process to alleviate the problem of drifting.

Which sub-matrix one patch \(x\) corresponds to, satisfying

\[
\min_{T_j} \|x - T_j \alpha\|_2 \quad 1 \leq j \leq N
\]
\[ \hat{k} = \arg \min_{2 \leq k \leq 10} \alpha_k \]  
\[ \alpha_k \] is the \( k \)th element of sparse coefficient \( \alpha \).

Then the atom \( t_k \) is replaced by the current patch \( v_j \).

At the same time, the atoms \( t_l \) with the largest coefficient is also replaced by 
\[ l = \arg \max_{2 \leq k \leq 10} \alpha_k \]  
\[ \tilde{t}_l = t_l + \gamma v_j \]  
where \( \gamma \) is a learning rate (0.05 in the experiments); \( \tilde{t}_l \) and \( t_l \) indicate the updated atom and last updated atom, respectively.

**E. Summary of the Pseudo-Algorithm**

To summarize the proposed tracking algorithm, described in above-mentioned section, the pseudo code is summarized as follows.

---

**Algorithm 1 Tracking Algorithm**

**Input:** Image sequence \( F_t \)

**Output:** Object state \( S_t \) in each frame

**Initialization:** Mark a bounding box for the object in the first frame and sample overlapped local image patches with fixed spatial layout within the marked object state, whilst extracting SIFT features of each patch and constructing the initial dictionary using the first ten frames of a video sequence.

**Tracking:**

for \( t \) from 11 to the last frame do

**Local search:**
1. Get particles \( \{x_j, y_j\} \) from the Eq.(7) based on the previous object state and extract SIFT descriptors from each candidate particle state.
2. Evaluate the fitness value of each candidate state by Eq.(3).
3. Update the individual best state for each particle and global best state among all the particles.
4. Carry out the PSO iteration using Eq.(1) and Eq.(2), until the convergence criteria are satisfied. The highest fitness value among all the particles is the global best position \( (g) \).
5. \textbf{if} \( f(g) \geq TH \) (\( TH \) which is a threshold to determine whether the object is lost is set to 0.25 in our experiments)
6. Obtain the object state \( S_t = g \).

\textbf{else}

**Global matching:**
7. Match the SIFT feature detected by current frame \( t \) with the previous object state in the last frame and further refine the matching set by RANSAC scheme.
8. Each SIFT point in the refined matching set votes to the object’s center using the memorized position between the each SIFT point and center position from the last frame, and the rough object position estimation is determined by the average of the cluster of these voted centers.
9. Resample particles \( \{x_j, y_j\} \) in the vicinage of rough object position.
10. Find the best state \( g' \) by the PSO iteration and obtain object estimation: \( S_t = g' \).
11. Update the dictionary once every \( L \) frames.

end for

---

**V. Experiments**

**A. Parameter Setting**

To evaluate the effectiveness of our approach which is carried out on MATLAB platform with Intel Core 2 Duo 2.93GHz CPU and 2.96GB RAM, we conduct experiments on several challenging video sequences which include heavy occlusions, abrupt motion and illumination variations. We resize the object image patch to \( 32 \times 32 \) pixels and extract overlapped \( 16 \times 16 \) local patches within the object region with \( 8 \) pixels as step length. The L1 minimization problem is solved by the SPAMS package [24]. The proposed tracker is compared against six other popular trackers including IVT [6], VTD [4], FragTrack [3], WMIL [12], L1 [15] and Lu [19]. All source codes or binaries are provided by the original authors for fair comparison, and the recommended parameters are set for initialization. Table I lists all the compared video sequences which contain the partial occlusions and illumination variations.

**B. Qualitative Evaluation**

**Occlusions:** Occlusion is one of the most challenging problems during the tracking in Figure 3 and Figure 4. Several approaches have recently been developed to solve this issue. Faceocc1, which comes from the authors of [3], tracks face under different circumstances and challenges. In this sequence, most of trackers can keep up with the human face accurately due to never the illumination and motion variations. WMIL and L1 are able to encounter minor drift. The reason is that these trackers don’t consider the partial information of object. However, we can see that some approaches for the Faceocc2 sequence are not easy to estimate the in-plane rotation when the object appearance changes much (e.g., when the face turns, the hat is put on the head or the face reappears) in Figure 3 (b). FragTrack works poorly; IVT tracker tends to drift the region of object; WMIL cannot
adaptively adjust the object scale due to their design. The remaining trackers can track object through the whole sequence, but our approach is slightly better than Lu tracker.

Figure 4 (a) shows the tracking results using CAVIAR sequence. The WMIL and FragTrack are able to adaptively adjust the object scale and perform poorly. The main drawback of WMIL is that Haar-like feature based object representation is less effective due to the similar appearance background clutter. IVT and L1 tracking algorithms exhibit severe drift and cannot handle the serious appearance changes well; while ours and Lu’s achieve the best performance in terms of tracking accuracy.

“Walking Lady” sequence is also used to evaluate the performance of each tracker, which contains some long term partial occlusions when woman experiences behind the cars. The color of the woman clothes sometimes is similar to the occluded cars. In Figure 4 (b), FragTrack cannot accurately catch up with the object; IVT and L1 lose object because of occlusions and similar background clutter; VTD and WMIL tend to include much of the background area into the bounding box when occlusion occurs; Lu method suffers from the inaccurate tracking result; while our method can perfectly overcome these problems and yield a more stable and accurate result than other trackers.

Illumination and Fast Motion: Abrupt motion of the object will lead to blurred image appearance. Figure 5 presents several representative frames using the Deer sequence. In this sequence, the object undergoes the drastically appearance changes, which is difficult to location the object. Most of trackers lose the object at the beginning of this sequence. WMIL is not easy to predict the object location. The reason is that most weak learners are not captured easily. Our approach can track the object of interest precisely.

In the David sequence, the appearance of the object may change when a man walks from a dark room into areas with spot light, and several key frames are shown in Figure 6. FragTrack and WMIL do not adapt to the variations of scale and in-plane rotation; L1 tracking method drifts away the object gradually at frame 62 and recovers tracking at frame 198. The rest approaches can track the object for this sequence; while ours is slightly better than theirs.
C. Quantitative Evaluation

For all videos, the ground truth information is available in [19]. In this paper, we use two criteria to quantitatively evaluate all trackers performance. The first criterion is the average center location errors which are defined as the Euclidean distance from the tracking result to the ground truth at each frame. The pixel error in every frame is defined as follows:

\[ \text{error} = \sqrt{(x_t - x_g)^2 + (y_t - y_g)^2} \]  

(15)

where \((x_t, y_t)\) represents the tracking position; \((x_g, y_g)\) is the ground truth. The results are summarized in Table II. It is clear that our tracker consistently produces a smaller error than others. In other words, the proposed approach performs favorably against other popular trackers.

The other measure is the overlap rate, which is defined by the PASCAL VOC [26].

\[ \text{score} = \frac{\text{area}(R_T \cap R_G)}{\text{area}(R_T \cup R_G)} \]  

(16)

where \(R_T\) and \(R_G\) denote the tracking results and the corresponding ground truth, respectively. An object is successfully tracked when the score is above 0.5. Table III summarizes the average overlap rate. We can see that the proposed approach performs favorably against other popular trackers.

D. Computational Cost

In this subsection, we will evaluate the computational cost of both the proposed tracker and particle filter based tracker. We carry out both trackers with different number of particles and the runtime cost increases dramatically with the number of particles in Figure 7. It is clear that the performance of tracking for the particle filter based tracker depends more heavily on the number of particles. But the number of particles in our tracker does not have a significant impact on the tracking errors when it reaches a certain amount. The reason is that our approach is based on PSO iteration which is a multi-layer sampling process. The particles are moved forwards the region where the fitness value of observation is the most similar to the object template via the PSO iterations.

The computational complexity of each frame is dominated via PSO iterations. The number of iterations for different frames is of difference. Figure 7 (a) shows the tracking accuracy of both trackers with different number of particles. We can see that our approach is able to achieve the better performance with about 400 particles than IVT method with the same number of particles and takes about average 2.6s for each frame with a tracking error of 11.6.

VI. CONCLUSION

In this paper, we propose an effective PSO based tracking method which can solve some challenges (such as appearance occlusions and abrupt motion variations) in visual tracking applications using spatial structure information and SIFT feature points correspondence. Structural information of the object and SIFT feature matching scheme can handle partial occlusions and reacquire the lost object from the scene, respectively. In addition, an online dictionary learning strategy is used to account for the appearance variations. The dictionary is further segmented into \(N\) sub-matrices corresponding to \(N\) spatial patches of an object state. The atoms from the first frame are never changed during the tracking to alleviate the drifting problem, and other atoms in one sub-matrix are selectively updated based on the corresponding coefficients of object templates. The experimental results
show that our approach can cope with the problems of large motion changes and partial occlusions.
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(a) Tracking errors with different number of particles
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(b) Average runtime for each frame in all sequences

Figure 7. Comparison of both IVT tracker and our tracker with the different number of particles in all test sequences.
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