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Abstract— String matching is a problem of finding all occurrences of a short pattern on a relatively long reference string. While a number of methods have been presented, most published implementations assume several restrictions due to some practical issues. We focus on the restriction of the alphabet size, which is usually set to be 256 in many string matching libraries. When strings must be handled over an alphabet with a size greater than the limit provided by the given implementation, each character should be represented as a composite alphabet which involves combinations of two or more characters in the restricted alphabet set. In this case, potential false positives can sometimes occur, which may cause a decline in the performance in output-sensitive string matching systems, such as the FM-index. In this paper, we empirically compare various configurations of composite alphabets using FM-index, and show how they affect the performance in terms of the number of false positives and the searching time.

Index Terms— Alphabet Size Limit, Composite Alphabet, FM-index, Output Sensitive Function, String Matching

I. INTRODUCTION

String matching problems involve finding all occurrences of a given short-pattern query on a relatively long reference string. This problem has a number of applications, such as computer security [1], word recognition [2], data mining [3]-[5], and biological sequence processing [6]. Many theoretical solutions have been presented (including exact string matching algorithms [7], and approximate string matching algorithms [8]). A number of implementations for string matching and its applications have been published as software [9] or hardware [10].

In practice, however, there are several restrictions in the existing implementations due to practical issues such as code optimization or some limitations of programming languages. The alphabet size is one of the usual constrains that existing libraries have. Some implementations only focus on a specific domain with a very small alphabet set, such as biological sequences (the library may support only 'A', 'C', 'G', and 'T') [6]. In this case, the library usually uses several compression techniques so that it is very difficult to change the supported alphabet size. Another case is using the default character size that the language supports as the maximum alphabet size. According to the design, substantial changes in code to resize the alphabet may be involved. Even without these considerations, modifying the code is unsafe and has the potential to produce unreported errors.

To deal with this constraint of the alphabet size, there is a very straight-forward solution that can be applied without modifying the code, by representing the alphabet set as combinations of another alphabet set that is much smaller. This mapping is referred to as alphabet transform. As described in Figure 1, we can simply represent a large alphabet by compositions of characters from a smaller alphabet set.

\[
\begin{array}{c|c|c}
\Sigma & \Psi \\
\hline
a & 00 \\
c & 01 \\
g & 10 \\
t & 11 \\
\end{array}
\]

Figure 1. An example of an alphabet transform from \{a,c,g,t\} into \{0,1\}.

This approach, however, may produce substantial false positives. In Figure 2, every correct result should occur at the position \(2^i+1\) for some \(i\), since we use a composite alphabet with length 3. However, we can find the query pattern at positions not in the form of \(2^i+1\). Such false positives must be filtered, and only positions of \(2^i+1\) must be extracted to obtain the result.

\[
\begin{align*}
T : &\text{acgtaa...} & \text{query gtc} \\
\tau(T) : &\text{00010110100011011...} & \tau(q) : \text{101101}
\end{align*}
\]

Figure 2. False positive problem. Although the original string does not contain the query, there are some search results from its transformed string.
Unfortunately, some useful string matching algorithms such as FM-index [11] involve costly operations to obtain the positional index of the search result. Moreover, they are usually sensitive to the number of occurrences of the given pattern on the indexed text. Thus false positives lead to increased search time.

Although using a long composite alphabet may reduce the number of false positives by increasing the composition space, longer queries and text that also affect the search performance are involved. In this paper, we analyze this trade-off in an empirical way. The search performance is experimentally compared with respect to various composite alphabet configurations.

II. PROBLEM DEFINITION

The string matching problem has a number of instances with respect to its given restrictions, and we discuss the following instance: given a long reference string \( T \), a self-index of \( T^{t_1...t_n} \) is constructed over \( \Sigma \) in advance, so as to find all occurrences \( i \) of a relatively short query string \( q^{q_1...q_m} \) which is given in run-time, such that \( t_1...t_{m-1} = q \) as fast as possible. But note that even if we focus on the exact string matching, the results of this paper are not only restricted to exact matching, but can be applied to any output-sensitive string matching framework, including approximate algorithms that allow some errors.

The alphabet transform examined in this paper, is the transform \( \tau \) from \( \Sigma \) to \( \Psi^k \), where \( \Psi \) is a smaller alphabet set, such that \( |\Psi| \leq |\Sigma| \). We focus on a particular case of the transform from \( \Sigma \) to \( \Psi^k \) for a fixed \( k \). Although we can use \( \Psi \) to encode \( \Sigma \) by variable-length coding to reduce the space complexity, we consider only fixed-length coding for simplicity of the problem. Fixed-length coding supports direct access on any arbitrary element such that the corresponding position on the original string of the search results can be obtained easily.

III. BACKGROUNDS: THE FM-INDEX

In this section, we review the FM-index, on which we mainly focus and conduct experiments in this paper. The FM-index [11] is a full-text indexing method that supports string matching using the Burrows-Wheeler transformation [12]. It additionally uses the wavelet tree for time and space efficiency [13]. Using the FM-index, reporting all \( \text{occ} \) occurrences of a pattern of length \( m \) on a reference string of length \( n \) where both strings are over alphabet \( \Sigma \) has the following time complexity [13]:

\[
O(m + (\text{occ} \cdot \log^2 n)) / \log \log n) \log |\Sigma|)
\]  

(1)

The Burrows-Wheeler transform (BWT) is defined by a permutation of a string. The characters 'EOF' are first attached to the end of a given string. Conceptually, the BWT of the string is exactly the same as the last column of the matrix that is obtained by sorting all rotationally shifted strings of the EOF-attached string (see Figure 3). This process can be improved for computation in linear time using induced sorting [14].

The search process of the BWT is based on LF mapping [12], which connects identical characters from the last column of the matrix of sorted cyclic-shifted strings to the first column (see Figure 4). Since the first column of the matrix contains the precedent characters of those in the last column, LF-mapping has a property that the number of occurrences of \( \alpha \) in the first \( i \) rows of the last column is the same as that in the first LF(i) rows of the first column. String matching queries can be processed using double pointers and LF-mapping as described in Figure 5. Starting from pointers at the top and bottom, we find the first and last occurrence of the current character between two pointers, then reset pointers to the positions of the LF-mapping points. However, finding the occurrences of a character \( \alpha \) is costly and involves substantial computation or memory resources. Additionally, after processing the final character, we know only the number of occurrences of the given pattern. If we want to obtain exactly where they are, and we have to track each resulting output to derive its location on the original string, which is another bottleneck in processing search queries, and this is why false positives cause problems.

To deal with this problem, the FM-index uses the BWT with additional techniques such as suffix array sampling and the wavelet tree to boost the search performance without sacrificing space complexity. This adjusts the trade-offs between the space and time complexity very well.
The wavelet tree \cite{15} is an efficient data structure for rank and select queries, which are used to obtain the occurrences discussed above and defined on binary vectors as follows: a rank query \((a,i)\) on string \(T\) asks to find the number of occurrences of \(a\) on the prefix \(T[1..i]\), and a select query \((a,i)\) asks the position of the \(i\)th \(a\) on the whole string \(T\). The wavelet tree uses less space to store the given string \(T\) as a binary tree whose nodes are vectors as follows: a occurrences discussed above and defined on binary rank characters in the English alphabet \(\{a,\ldots,z\}\) and assign them for each of the English letters in \(\Psi\). Figure 6 shows an example of the wavelet tree of string "BANANA$.”

![Figure 6. An example of the wavelet tree of string "BANANA."](image)

IV. TRANSFORM INTO COMPOSITE ALPHABETS

When we use an implementation of the string matching algorithm that has the limitation on the alphabet size \(L\), while strings to be handled are defined over an alphabet \(\Sigma\) of a larger size than that the library supports, we have to represent the strings as combinations of \(k\) characters in an alphabet set \(\Psi\) that is sufficiently small. This mapping from \(\Sigma\) into \(\Psi\) is denoted by \(\tau\).

A straight-forward approach involves choosing any alphabet \(\Psi\) of a size smaller than \(L\), and choosing \(k\) to be larger than \(|\Psi| \geq |\Sigma|\). Then, we associate each element in \(\Psi^k\) with each of \(\Sigma\). Figure 7 shows an example in which \(\Sigma\) is the English alphabet \(\{a,\ldots,z\}\) and \(\Psi = \{a,c,g,t\}\). To represent all of the letters in the alphabet, at least 4 characters in \(\Psi\) should be combined. We use \(k=4\) here, so each composite alphabet in \(\Psi^k\) is a string of length 4. We assign them for each of the English letters in lexicographical order. As discussed above, we can easily find an example of false positives. In Figure 7, applying the inverse transform of the shifted strings of the transformed string over the composite alphabet, we can obtain false positive matching results such as "qdqdq," which is not in the original string.

![Figure 7. An example of composite alphabet transform. Searching on the transformed string may involve unnecessary results that are not reported in the original string.](image)

Given an alphabet transform \(\tau: \Sigma \rightarrow \Psi^k\), we can denote \(N_\tau(n,m)\) to be the expected number of false positives for \(n, m\) which are the lengths of the indexed string and query string, respectively. Our objective is to find \(\tau\) that leads to good performance. Intuitively, reducing \(N_\tau(n,m)\) is necessary to do so.

If \(\Sigma = \Psi^k\) and all characters in \(\Sigma\) appear in a uniformly random manner -- that is, \(p(a)=p(b)=1/|\Sigma|\) for all \(a, b\in \Sigma\) -- then we have \(N_\tau(n,m)=(k-1)(n-m)/|\Sigma|^k\), since we have \(k-1\) chances with the probability of \(1/|\Sigma|^k\) for each \(n-m\) possible positions for the appearance of false positives. Figure 8 shows the expected number of false positives with respect to \(n\) and \(m\) under this configuration.

![Figure 8. The expected number of the occurrences of false positive results with several configurations of \(m, n\), with respect to composite alphabet length \(k\).](image)
and 4 GB of RAM. We used fm-index++ 0.0.5 \(^1\) as the alphabet configurations. All experiments are run on a to show a comparative analysis of different composite cases, we obtain the following lower and upper bounds of this case is necessary, since we have a sufficient setting to eliminate all false positives. From these two extreme cases, we obtain the following lower and upper bounds of an optimal \(k\) for a fixed \(\Psi\):

\[
\frac{\log k}{\log |\Psi|} \leq k \leq 1 + \frac{\log k}{\log (|\Psi|-1)} \quad (2)
\]

V. THE INCREMENTAL SELECTION ALGORITHM

In this section, we present an algorithm that selects a subset of \(\Psi^d\) for mapping incrementally. As discussed in the previous section, false positive results are caused by selecting strings for which some concatenations have a string \(x=t(\gamma)\) as their substrings for some \(\gamma \subseteq \Sigma\). Focusing on this observation, we can construct an incremental selection strategy.

The algorithm is shown in Figure 10. We use two sets for storing prefixes and suffixes of selected strings to check whether the next given string can be chosen without the possibility of raising false positive results. Iterating all possible strings, we exclude strings that have a period shorter than itself, or can be constructed by concatenating a suffix and a prefix of strings that are already selected. If a string is acceptable to be chosen, we insert it into the resulting set and insert all proper prefixes and proper suffixes for checking the next strings.

This algorithm gives a composite alphabet set of length \(k\) from \(\Psi\) that does not produce any false positives, since the strings that produce unnecessary results are filtered out by checking prefix and suffix conditions. The resulting alphabet set can represent more characters than the method using a delimiter character to suppress false positive results.

VI. COMPARATIVE EVALUATION

In this section, we have conducted some experiments to show a comparative analysis of different composite alphabet configurations. All experiments are run on a workstation equipped with a 3.33-GHz Intel Core i5 CPU and 4 GB of RAM. We used fm-index++ 0.0.5\(^1\) as the implementation of the FM-index.

For the experiments, we generated a random string of 10-MB length over an alphabet of size 64. Composite alphabet transforms based on two introduced straightforward methods: one denoted as CPT which uses the full space obtained by the power of a given target alphabet to represent the alphabet where strings are defined; and the other one, denoted as DLM, uses a specific character to distinguish each character to suppress the occurrences of false positive results. Our proposed method of incremental selection is referred to as INC.

Figure 11 shows the relative false positives defined by the ratio of the number of false positives to the number of true positives (the number of occurrences before transformation). When the query length is larger than 4, the effect of false positives becomes small enough to ignore.

```
Algorithm Select_String_Samples

Input \(\Psi\) Set of composite alphabet letters.
\(k\) Length of composite alphabet.

Output \(S (\subseteq \Psi^d)\) Resulting composite alphabet.

Procedure
\(S \leftarrow \emptyset\)
\(\Psi_{\text{prefix}} \leftarrow \emptyset\)
\(\Psi_{\text{suffix}} \leftarrow \emptyset\)

For each \(s \in \Psi^d\)

If \(\exists u \in \Psi^* \text{ s.t. } u^k=s\) Then Next \(s\)

prefix_check \(\leftarrow\) false

suffix_check \(\leftarrow\) false

For \(i = 1 \text{ to } k-1\)

If \(s[1...k-1] \subseteq \Psi_{\text{prefix}}\) Then prefix_check \(\leftarrow\) true

If \(s[1...k-1] \subseteq \Psi_{\text{suffix}}\) Then suffix_check \(\leftarrow\) true

If ( prefix_check and suffix_check ) or ( prefix_check and \(s[1...k-1] = s[1...k-1]\) ) or ( suffix_check and \(s[1...k-1] = s[k-1...k-1]\) ) Then

Next \(s\)

End If

End For

\(S \leftarrow S \cup \{s\}\)

For \(i = 1 \text{ to } k-1\)

\(\Psi_{\text{prefix}} \leftarrow \Psi_{\text{prefix}} \cup \{s[1...k-1]\}\)

\(\Psi_{\text{suffix}} \leftarrow \Psi_{\text{suffix}} \cup \{s[k-1...k-1]\}\)

End For

Return \(S\)

End Procedure
```

Figure 10. Algorithm for string sampling to obtain a better transform.

Figure 11. Relative false positives of CPT method with respect to target alphabet size, composite alphabet length and query length.

Figure 12. Search performance with respect to query length. CPT method is fastest except when \(m=3\), where the proposed method (INC) is the fastest.

\(^1\) Available at http://code.google.com/p/fmindex-plus-plus.
the query length character for denoting the character boundary. CPT uses DLM has the smallest space since it uses only one acceptable size of the alphabet space without producing any false positives. The proposed method effectively adjusts the trade-off between these two extreme methods and provides an acceptable size of the alphabet space without producing any false positives.

Fig. 13 describes the search time with respect to $|\Psi|$ for the query length $m=3$ where the number of occurrences of the pattern is not small enough to ignore, and false positives are likely to appear. The proposed method (INC) outperforms the other methods in this environment.

Fig. 14 shows the space size generated by each method. DLM has the smallest space since it uses only one character for denoting the character boundary. CPT uses all possible combinations of the given target alphabet, but it produces a number of false positives as we have noted. The proposed method effectively adjusts the trade-off between these two extreme methods and provides an acceptable size of the alphabet space without producing any false positives.

**VII. CONCLUSION**

We have discussed the practical aspects of using string matching tools, particularly focusing on the limit of the alphabet size by the composite alphabet transformation. Our contribution is summarized as follows:

- We introduce the problem of the composite alphabet transform and discuss the trade-off in constructing this mapping.
- We also presented an incremental selection algorithm, which effectively adjusts this trade-off, and provides the best performance when the query length is short enough such that the occurrences of false positives cannot be ignored.

Although we have demonstrated the performance of our proposed method, more extensive experiments on datasets with various characteristics and theoretical analysis should be addressed in future work.
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