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Abstract—A Fractal Evolutionary Particle Swarm Optimization (FEPSO) is proposed based on the classical particle swarm optimization (PSO) algorithm. FEPSO applies the fractal Brownian motion model used to describe the irregular movement characteristics to simulate the optimization process varying in unknown mode, and include the implied trends to go to the global optimum. This will help the individual to escape from searching optimum too randomly and precociously. Compared with the classical PSO algorithm, each particle contains a fractal evolutionary phase in FEPSO. In this phase, each particle simulates a fractal Brownian motion with an estimated Hurst parameter to search the optimal solution in each sub dimensional space, and update correspond sub location. The simulation experiments show that this algorithm has a robust global search ability for most standard composite test functions. Its optimization ability performs much better than most recently proposed improved algorithm based on PSO.

Index Terms—fractal, evolutionary algorithm, particle swarm optimization, fractal Brownian motion, optimization, global

I. INTRODUCTION

Particle Swarm Optimization (PSO) simulated birds foraging behavior is conceptually simple, convenient, efficient search algorithm with few parameter settings[1]. Since 1995 It has been studied all the time. It is easy to fall into local optimum by using PSO algorithm to optimize complex functions and get a premature convergence result. Therefore the inertia weight for the speed of the PSO evolution equation is introduced [2] and is dynamically adjusted to balance the global convergence feature and the convergence speed. Combined with fuzzy theory, fuzzy dynamic adjustment of the inertia weight method is proposed [3]. In order to ensure the convergence of PSO, a shrinkage factor is included in the algorithm [4-5]. Based on the selection, hybridization and other ideas of the comprehensive evolutionary computation, the particle with worst fitness is replaced with the copier of the particle with better fitness to improve the algorithm convergence [6-7]. To improve PSO performance, neighborhood topology is combined with niche ideas [8]. Each particle neighborhood grows with the evolution of the generation from itself to the scope that the entire population is included. The neighborhood models such as Ring and Wheel basic structures have been studied by Kennedy [9].

In past several years, several improved PSO algorithms with good performance have been studied. In the Fitness-Distance-Ratio algorithm based Particle of Swarm Optimization(FDR-PSO) proposed in 2003 [10] , each particle moves to multiple particles with better fitness according to the fitness - distance criteria to overcome the PSO premature convergence feature. Cooperative Particle Swarm Optimizer (CPSO) studied in 2004[11] uses the collaborative work sub-particle swarm optimized separately in the different parts of the solution vector to achieve better optimization results. Comprehensive Learning Particle of Swarm Optimizer (CLPSO) proposed in 2006 updates the velocity after comprehensive study of all other particles best location in their histories [12] to achieve global optimum. In 2010 Intelligent Single Particle Optimizer (ISPO) is studied. The particle is no longer a simple individual, but with some intelligent using smart strategic decision to update its location and velocity. The test results have demonstrated that ISPO has an outstanding ability to find the global optimum in the complicated composition test functions[13].

But ISPO has few adaptability for different optimization objective function, and should keep trying different algorithm parameter to obtain better optimal solution. If the particle swarm movement in searching the optimization problem solution is regarded as natural environment movement, the particle swarm optimization process irregular movement is just like the fractal Brownian motion (FBM) used in Fractal Theory [14] to
solve a wide variety of applications such as stock market analysis and forecasting applications. Therefore a fractal evolutionary algorithm is proposed to combine PSO with comprehensive utilization of the FBM randomness and the optimization of the objective function different value in different location. This is the same as the effect in the evolution equation of the FSO by adding random items to prevent premature convergence [15], and get better optimization results.

II. PSO FRACTAL EVOLUTIONARY ALGORITHM

A. Classical PSO

In a PSO system with $n$ particles based on inertia weight [2], particles representing candidate solutions start their flight from random locations in a search landscape in $D$ dimension. At each step, the $i$th particle updates its velocity $v_i = (v_{i1}, v_{i2}, \ldots, v_{id}, \ldots, v_{id}) \in [v_{min}, v_{max}]$ to move to another location $x_i = (x_{i1}, x_{i2}, \ldots, x_{id}, \ldots, x_{id}) \in [x_{min}, x_{max}]$ based on (1) and (2). The flight is influenced by a fitness function $f(x_i)$ that evaluates the quality of each solution.

$$V_{id}(t+1) = \omega V_{id}(t) + C1 \times \phi_1 \times (P_{id}(t) - X_{id}(t)) + C2 \times \phi_2 \times (P_{gd}(t) - X_{id}(t)) + C3 \phi_3 \times (x_{best} - X_{id}(t))$$ (1)

Where $X_{id}(t)$ is the location of the $ih$ particle at time $t$ on dimension $d$, $V_{id}$ is the velocity, $\omega$ is the inertia weight, $C1$ and $C2$ are constant values, $\phi_1, \phi_2 \in [0, 1]$ are uniform random numbers, $P_{id}$ is the $ih$ particle’s best position (generating the best fitness) that has been found so far, and $P_{gd}$ is the best position visited by the neighbors. Generally, the neighborhood is chosen as the whole population for global optimization. To prevent the PSO from premature convergence [15], random update items is added in (1) shown as the following equation (3). Where $C3$ is constant value and $\phi_3 \in [-0.5, 0.5]$ is a uniform random factor.

$$V_{id}(t+1) = \omega V_{id}(t) + C1 \times \phi_1 \times (P_{id}(t) - X_{id}(t)) + C2 \times \phi_2 \times (P_{gd}(t) - X_{id}(t)) + C3 \phi_3 \times (x_{best} - X_{id}(t))$$ (3)

B. Fractal evolutionary PSO

In (3), the random item $C3 \phi_3$ is added with no any guided information. Therefore fractal Brownian motion(FBM) model is proposed to replace this item in this paper. FBM has been studied and effectively used to simulate many natural and social phenomena[14]. It includes two parts: one is the increment of the stochastic process of Brownian motion, the other is the Gaussian noise. Brownian motion shows that particle movement has some trends in the surrounding fluid internal molecular irregular motion. This is similar to the individual optimizing its fitness process in PSO. Thus the FBM search phase is introduced in the classical PSO algorithm. There are two phase integrated with the classical PSO framework shown in Fig.1: one is the phase of each particle FBM exploration and the other is the phase of the best individual FBM optimization. The new integrated algorithm is called Fractal Evolutionary PSO (FEPSO).

Supposed $B_H(t)$ stands for the FBM with the Hurst parameter $H(0 < H < 1)$, the $i$th particle movement change $dX_i(t)$ relative to $X_i(t)$ in the $dt$ time contains two parts. One part is used to reflect the overall trend of the objective function, the other part includes the random interference as the FBM. The movement is defined by the following equations according to [14]:

$$\frac{dx_i}{x_i(t)} = \mu dt + \sigma dB_H(t), x_i(0) = x_{i0} > 0$$ (4)

The solution of equation (4) is

$$x_i(t) = x_{i0} e^{\sigma B_H(t) + \mu t}$$ (5)

The expected value of $x(t)$ is

$$E(x_i(t)) = x_{i0} e^{\mu t}, t \geq 0$$ (6)

![Figure 1. New framework for the FEPSO algorithm](image)

We have a new framework for the FEPSO algorithm

According to [14], $\frac{dB_H}{dt}$ is fractal white noise. To simplify the calculation, the following formula is used to approximately estimate the value in (7):

$$v = \frac{dX}{dt} = x_0 \mu + \sigma \frac{dB_H}{dt}, x_i(0) = x_{i0} > 0$$ (7)

According to [14], $\frac{dB_H}{dt}$ is fractal white noise. To simplify the calculation, the following formula is used to approximately estimate the value in (7):

$$v = \frac{\sigma}{t + 2} e^{\alpha t - x(t)} f_{random}(-\alpha, \alpha) + b \times \mu$$

where $f_{random}(-\alpha, \alpha)$ is uniform distribution random function in the interval $[-\alpha, \alpha]$. Obviously in the process of fractal motion, the velocity vector consists of two parts: random incremental part $\frac{\sigma}{t + 2} e^{\alpha t - x(t)} f_{random}(-\alpha, \alpha)$ and reflecting fitness value to optimum trend part $b \times \mu$. 
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Random incremental part has reflected the fractal Brownian motion is the random motion characteristics on the basis of the increment of the stochastic process of Brownian motion with the addition of Gaussian noise new formation. Global fitness value changes $\mu$ can be estimated by the velocity $v$ as a reference value. $\sigma$ is reflected the value of the trend of fluctuations and is estimated by (8), where $x_{\text{gbest}}$ is the location with best fitness value and $x_{\text{exp}}$ is the worst fitness value location of the experienced.

Because the fractal parameter estimation is difficult, one-dimensional FBM is used to update particle velocity and location sub-vector $j(1 \leq j \leq m)$ in turn. The following formula used for the velocity and location updated will iterate $N$ times:

$$\sigma = \sigma \left[ \sum_{i=1}^{m} (x_{\text{gbest}} - x_{\text{exp}})^2 \right]^{1/2} \sigma = \sigma f_{\text{rand}}(0,2,1,0), \sigma = \sigma f_{\text{rand}}(0,0.05,0.5) (8)$$

$$v_j = \frac{\sigma}{k+2} f_{\text{rand}}(-0.5,0.5, b, \mu^*), a = 0.382 b = f_{\text{rand}}(0,2,0) (9)$$

$$x_j = \begin{cases} x_j^{k-1} + v_j & \text{if } f(x_j^{k-1}) > f(x_j^{k}) \\ x_j^{k-1} & \text{if } f(x_j^{k-1}) \leq f(x_j^{k}) \end{cases} (10)$$

$$\mu^*/\alpha = \sum |b(j^*)| > e \text{ and } f(\theta^{k*}) < f(\theta^{k})$$

$$\mu = \frac{0.14}{D f_{\text{rand}}(\theta)} - 0.232 \alpha$$

$$f(\theta^{k}) < f(\theta^{k})$$

Where $k = 1, 2, \ldots, N$ is the iteration number of searches, stands for time; $x_0 = [x_1, x_2, \ldots, x_j, \ldots, x_m]$ stands for the $k$-th location vector; $x_0 = [x_1, x_2, \ldots, x_j, \ldots, x_m]$ is the trial new location; parameter $\mu_j^k$ for the $j$th component of $\mu$; $f(x_0)$ is the algorithm fitness evaluation function. Component $v_j^k$ of the change rate of the location $x_j^k$ is determined by (9). $\mu_j^k$ is determined by its fitness value $f(x_j^k)$, compared with the original value $f(x_0)$ after its initial value is set to zero. If $f(x_0)$ get to a better value, the location is update by the formula (10). $\mu_j^k$ is estimated by (11). By (9), $v_j^k = \frac{\sigma}{k+2} e^{n_1}$ will decay to zero with the iterative parameter $k$ increased rapidly. This means the global search to local search conversion. The second part $b \times \mu$ of the formula (9) will get a large value if the fitness is better each step and get rapidly a small value if the fitness is worse each step. In formula (11) $s = 4.0$ is the attenuation factor, the error threshold is $e = 0.0001$. The golden section method is included in (11) to estimate the value $\mu$ as soon as possible. Therefore the pseudocode for the FEPSO algorithm is shown as Fig. 2. By (11), a new search decision is used:

(1) In each iteration, if the particle has found a better location than its history, the $\mu$ will increase and the particle velocity of the next iteration will be amplified by (9).

(2) If in this iteration the particle has not found a better location, $\mu$ will decrease and the particle velocity of the next iteration will be lower by (9) and will help to search the global optimum in the new iteration.

```
Begin
Initialize particles, define the population size n, search space dimension D and fitness calculation maximum times $N_{\text{max}}$.
Calculate the fitness of initial particles. $N_{\text{fitness}} = n$
Calculate the value $\sigma$ estimated by (8).
Set individual FBM optimization times $N_{\text{FBM}}$, search one dimension times $N_r$, classical PSO maximum times $N_{\text{PSO}}$, the current best individual times $N_{\text{best}}$, satisfied with the equation $N_{\text{max}} \geq N_{\text{FBM}} \times N_r \times D + N_{\text{PSO}} + N_{\text{best}} \times N_r \times D$
Begin for each particle FBM optimization
Step 1: Select $i$th particle to search in FBM called function $\text{FrOptimization}(i)$
Begin of function $\text{FrOptimization}(i)$
Initial location vector $x_i^n = [x_{i1}^n, x_{i2}^n, \ldots, x_{in}^n]$ ;
Calculate the fitness value $f(x_i^n)$, using $f(x_i^n) = f(x_{i1}^n, x_{i2}^n, \ldots, x_{in}^n)$
Set function evaluation times $N_{\text{fitness}} = N_{\text{FBM}} + 1$
Step 2: Individual FBM search times loop=1
Step 3: Sub vector number $j = 1$
Initialize the trend value $\mu_j^k = 0$
Step 4: Sub vector update times $k = 1$
Calculate the $v_j^k$ by using eq.(9);
Calculate the fitness value, and the $\mu$ by Eq.(11)
If $f(x_i^n) > f(x_j^n)$, go to Step 3;
Else if $f(x_i^n) < f(x_j^n)$, end the function $\text{FrOptimization}(i)$;
End of function $\text{FrOptimization}(i)$
Step 5: Update the velocity and position by Eq.(1),Eq.(2)
Step 6: Update the estimateing value $\sigma$ by Eq.(8);
End of the function $\text{FrOptimization}(i)$
End of initial particles optimization in FBM mode.
Begin the classical PSO, $k = 1$
Step 5: Update the velocity and position by Eq.(1),Eq.(2)
Calculate the fitness for the new position $f(x_i^{n+1})$
End of the function $\text{FrOptimization}(i)$
End of classical PSO
Step 6: Update the best particle $x_{\text{best}}^n$ Optimization by $\text{FrOptimization}(i_{\text{best}})$
$N_{\text{fitness}} = N_{\text{fitness}} + N_r \times D$
End
```

Figure 2. Pseudocode for the FEPSO algorithm
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(3) If the particle fitness value is still not improved after several iterations, \( \mu \) will be reduced to a smaller value than \( e \). \( \mu \) is set to the sum of the opposite velocity and additional random value by (11), which means that the velocity changes with greater diversity, more easily escape from local optima.

III. EXPERIMENTAL RESULTS AND DISCUSSIONS

The six standard composite test functions CF1~CF6 studied in [16] is used to test the performance of FEPSO. The composite test function is constructed by the following equation:

\[
CF(x) = f_{bias} + \sum_{i=1}^{D} w_i \left(f'_i((x - o_i + o_{old})/\lambda M_i) + bias_i\right) \tag{12}
\]

Where \( CF(x) \) represent the new composition function, \( f_i(x) \) is the \( i \)th basic function used to construct the composition function. They are the Sphere Function, Rastrigin’s Function, Weierstrass Function, Griewank’s Function, and Ackley’s Function defined in [16]. \( n \) is the number of basic functions. \( D \) is the dimension. \( M_i \) is the orthogonal rotation matrix for each \( f_i(x) \). \( o_i \) is the new shifted optimum position for each \( f_i(x) \), \( o_{old} \) is the old optimum position for each \( f_i(x) \). Using \( o_i, bias_i \), a global optimum can be placed anywhere. \( w_i \) is the weight value for each \( f_i(x) \), calculated as below:

\[
w_i = \exp\left(\frac{-\left(x_i - o_a + o_{old}\right)^2}{2D\sigma_i^2}\right) \tag{13}
\]

Where \( \sigma_i \) is used to control each \( f_i(x) \)’s coverage range, a small \( \sigma_i \) gives a narrow range for \( f_i(x) \). \( \lambda_i \) is used to stretch or compress the function, \( \lambda_i > 1 \) means stretch, \( \lambda_i < 1 \) means compress. Since basic function has different search range, in order to make full use of the basic function, \( \lambda_i \) usually is set as the following:

\[
\lambda_i = \sigma_i \times \frac{X_{max} - X_{min}}{X_{max} - X_{min}} \tag{14}
\]

\([X_{min}, X_{max}] \) is \( CF(x) \)’s search range. \([x_{min}, x_{max}] \) stands for the \( f_i(x) \)’s search range. And \( f'_i(x) \)

\[
f'_i(x) = C \times \frac{f_i(x)}{|f_{maxi}|} \tag{15}
\]

Where \( C \) is a predefined constant. \(|f_{maxi}| \) is the biggest function value for 10 function \( f_i(x) \), is an estimated value by the equation:

\[|f_{maxi}| = f_i(X_{max}/\lambda_i \times M_i) \tag{16}\]

In [16], CF1-CF6 composition test functions is constructed by the equation 11 to 15. These functions with a large number of local minima are recognized as difficult function optimizations [13]. Most of the optimization algorithm in the optimization process is easy to fall into local minima. To compare the test optimization results, the other PSO algorithm parameters setting and experimental results are obtained from [13]. In the FEPSO, the Hurst parameter is estimated by \( \sigma_f = \sigma_{f_{maxi}} (0.2,1.0) \) in (8).

First FEPSO run 10 times to optimize each standard composite test function. The maximum fitness evaluations including each particle FBM optimization phase and the final FBM optimization phase are set at 50,000. The mean and standard deviation values of the results are recorded and compared with [13] in Table I. It is observed that FEPSO has achieved better result compared with ISPO algorithm on all the six composition functions. Compared with the other algorithms, FEPSO only on function CF4 has not gotten a best result. On the other test functions FEPSO algorithm also has obvious advantages. Then FEPSO run 20 times, 30 times and 60 times respectively. The mean and standard deviation values of the test results shown in Table II have less changes with run times. So the FEPSO optimization results have robustness.

### TABLE I.

<table>
<thead>
<tr>
<th>Test function</th>
<th>Different Algorithm</th>
<th>FEPSO</th>
<th>CPSO</th>
<th>CLPSO</th>
<th>ISPO</th>
</tr>
</thead>
<tbody>
<tr>
<td>CF1</td>
<td>2.53e-07±</td>
<td>1.39e+02</td>
<td>1.41e+02</td>
<td>2.47e+01</td>
<td></td>
</tr>
<tr>
<td>CF2</td>
<td>±3.66e-07</td>
<td>±1.51e+02</td>
<td>±1.63e+02</td>
<td>±6.54e+01</td>
<td></td>
</tr>
<tr>
<td>CF3</td>
<td>2.06e+02±</td>
<td>2.27e+02</td>
<td>3.01e+02</td>
<td>2.12e+02</td>
<td></td>
</tr>
<tr>
<td>CF4</td>
<td>±4.15e+01</td>
<td>±6.45e+02</td>
<td>±1.95e+02</td>
<td>±6.06e+01</td>
<td></td>
</tr>
<tr>
<td>CF5</td>
<td>±3.90e+02±</td>
<td>±3.71e+02</td>
<td>±3.32e+02</td>
<td>±4.11e+02</td>
<td></td>
</tr>
<tr>
<td>CF6</td>
<td>±4.38e+01</td>
<td>±4.79e+02</td>
<td>±4.12e+02</td>
<td>±5.87e+01</td>
<td></td>
</tr>
</tbody>
</table>

### TABLE II.

<table>
<thead>
<tr>
<th>Test function</th>
<th>Different Times</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>60</th>
</tr>
</thead>
<tbody>
<tr>
<td>CF1</td>
<td>2.53e-07±</td>
<td>±2.35e-07</td>
<td>±2.57e-07</td>
<td>±2.78e-07</td>
<td></td>
</tr>
<tr>
<td>CF2</td>
<td>±3.66e-07</td>
<td>±3.92e+01</td>
<td>±3.43e+01</td>
<td>±4.85e+01</td>
<td></td>
</tr>
<tr>
<td>CF3</td>
<td>±3.36e+01</td>
<td>±4.50e+01</td>
<td>±4.15e+01</td>
<td>±5.07e+01</td>
<td></td>
</tr>
<tr>
<td>CF4</td>
<td>2.06e+02±</td>
<td>±4.00e+01</td>
<td>±4.44e+01</td>
<td>±5.17e+01</td>
<td></td>
</tr>
<tr>
<td>CF5</td>
<td>±4.38e+01</td>
<td>±4.02e+01</td>
<td>±3.60e+01</td>
<td>±4.18e+01</td>
<td></td>
</tr>
<tr>
<td>CF6</td>
<td>±2.44e+01±</td>
<td>±2.81e+01</td>
<td>±2.36e+01</td>
<td>±2.05e+01</td>
<td></td>
</tr>
</tbody>
</table>

The convergence characteristics compared with each other algorithm in the optimization of the composite test functions is shown on Fig.3, where the other algorithm convergence characteristics data is obtained from the Fig.3 in [13]. The horizontal axis is the function evaluation times in the range of 0 ~ 5 \times 10^4, the vertical axis is objective function value. In the Fig.3, “FEPSO
mean” stands for the average convergence curve and “FEPSO best” stands for the best convergence curve achieved by FEPSO algorithm. FEPSO has achieved better convergence speed and is significantly faster than other algorithms on the composite test function of CF2, CF3, CF4 and CF6.

After analysis of the existing PSO algorithms, the particles should include a self-optimize exploration phase in order to effectively solve complex function optimization problem. Particle self-optimize exploration phase is very similar as the irregular movement of FBM. A new Fractal Evolutionary particle swarm optimization(FEPSO) framework is introduced. In FEPSO, each particle has FBM optimization phase in the beginning, then enter the classical PSO phase, and finally get the optimal result after the current best particle FBM optimization again. In this paper because the fractal parameter estimation is difficult, one-dimensional FBM is used to update particle velocity and location. The numerical simulation results show that the FEPSO has a strong global search capability to obtain optimal results for the composite test function mentioned in [13]. It is worthwhile to continue the further study in the application[17,18].
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