Research on Grasping Hand Gesture Based on Analysis of Occluded Information
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Abstract—A novel human hand tracking algorithm using hand occlusion information based on a single-view camera is put forward. Firstly, the moving hand is tracked by the algorithm of edge tracking. Then the hand features of boundary are used to get the maximum inscribed circle of the palm. According to the circle, the hand is divided into two parts: the palm and fingers. Finally, using the proportion of the palm and fingers in the whole hand to guide particle filter tracking. The experiments show that this algorithm can correctly predict the position of the occluded parts, and has better tracking accuracy than some of the previous work.
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I. INTRODUCTION

The hand is one of the most characteristic organs of the human. Scientists believe that the hand is one of the three most important organs which help the man having more highly wisdom. The human's fingers are very keen, which may feel the vibration amplitude of only 0.00002 millimeters. Also, people are used to use the hand gestures when they are talking with each other, or do gestures to express their feelings entirely. Therefore, The moving human-hand tracking and gesture recognition is one of the active research areas in The Human Computer Intelligent Interaction.

Vision-based gesture interfaces have a great potential in many interactive systems, with which user inputs can be easily achieved. A key issue is how to reconstruct and recognize the natural hand. Multi-purpose imaging system is being widely used now, which means using two or more cameras simultaneously from different positions or angle to observe the operators and analyzing the movements of the users’ hand, then use obtained data to reconstruct three-dimensional hand [1-3]. Utsumi et al. [2] used five cameras to track moving hand at the speed of 10 frames per second, and can identify some simple hand gestures. Most systems use dual-camera as a data acquisition equipment, and use traditional vision-based theory to achieve the three dimensional reconstruction [1]. The realization of fine hand tracking should meet three requirements: real-time, robust, continuous tracking and automatic initialization [4]. The problem that multi-purpose imaging system meets is how to find corresponding feature points among different views [5]. In addition, the time cost will be proportional growth with the number of cameras, which makes it difficult to achieve real-time.

Tracking the pose of a moving hand from a monocular perspective is difficult, because self-occlusion is a not solved problem in monocular system yet. The single camera system can not recover 3D point uniquely from 2D pixel. Hand is multi-chain structure and has many degrees, these features make the occlusion of hand parts various and complex, which will lead to the same observation value matching with several different estimates. Generally, one solution is to establish gestures database [6], another way is to use hand static constraint and dynamic constraint [7-8]. S.U. Lee et al. [9] proposed a model which was based on 3D hand, to match with 2D hand edge detection. It can search and track hand effectively, and the cost of calculation was relatively reduced, but it required that the root of thumb, index finger and little finger must be visible. In addition, various hand marks are used widely. In the literature [10], Robert Y. wang et al. used cotton gloves that were printed specific pattern to achieve human-computer interaction. The operators were asked to wear these color gloves, where each color region was given a number.

In summary, the study of hand tracking, especially in monocular system, occlusion can not be avoided, and it is difficult to solve the problem. For example, track the tip point, such as fingertip, when they move rapidly or be occlusion, the tracking may be lost and initialization is required.

This paper proposes a method to track hand movements, which is use the occlusion information to solve the occlusion. The remaining sections of this paper
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II. THE OVERALL FRAMEWORK

Occlusion can not be avoided in any monocular system. In this paper we use the occlusion information to solve the occlusion. For the gesture, the palm area is generally visible. The ratio of palm area and fingers area is fixed, while hand in natural bent, the ratio will change with the occlusion between fingers and palm [11], which can be used to predict the particles in PF filter. The proposed method has three stages viz. skin segmentation to detect the hand, edge tracking for feature extraction, and particle filter for hand tracking. The overall diagram of our method is given in Figure 1.

Ⅲ. EDGE TRACKING

The boundary is one basic shape features of image. It refers to the set of pixels where the gray value changes with its surrounding pixels. In this paper, we use the clockwise eight connected region contour tracking method [12]. The matrix as follows:

\[
F = \begin{pmatrix}
5 & 6 & 7 \\
4 & p & 0 \\
3 & 2 & 1
\end{pmatrix}
\]

(1)

where \( p \) is the target pixel.

The edge tracking includes the following steps:

a) Scanning the image from top to bottom and left to right, when meet the first hand pixel, save it as the starting point, and record it as \( p_0 \). In this method \( p_0 \) is named the first neighborhood target point of \( p_i \).

b) Searching from the next point of the first target point, to look for the next target point in the neighborhood;

c) The first goal of neighborhood of \( p_n \) is \( p_n \) and the first goal of neighborhood of \( p_{n+1} \) is \( p_{n+1} \), the edge tracking ends.

d) Cycle step c until the first goal of neighborhood of \( p_{n+1} \) is \( p_0 \), the edge tracking ends.

IV. GET THE PALM AND FINGERS REGION

The result of hand edge detection is the contour of palm and fingers. If we want to get the palm region from the map, we must distinguish between the palm and fingers. In fact, most hand tracking algorithms do not separate the palm from fingers, while treating them as a whole to study. The size of palm is a key attribute of hand, and it can be used as an identification feature. In this article, we get the location and size of the palm by seeking the maximum inscribed circle of palm, and define the part which is inside circle as palm's coverage, another region that belongs to hand but outside the inscribed circle is named as finger's region [13-16]. As shown in Figure 2:

Before seeking the maximum inscribed circle, we need to get the hand direction vector, the center point of the hand, and the wrist center point firstly. Since the previous work has extracted the hand shape completely, the hand-centric is calculated as:

\[
\bar{x} = \frac{\sum_i \sum_j i \times f(i,j)}{\sum_i \sum_j f(i,j)}
\]

(2)

\[
\bar{y} = \frac{\sum_i \sum_j j \times f(i,j)}{\sum_i \sum_j f(i,j)}
\]

(3)

\[
f(i,j) = \begin{cases} 
1 & \text{if } (i,j) \in R \\
0 & \text{other} 
\end{cases}
\]

(4)

where \( R \) is the region inside the maximum inscribed circle.

The center of wrist \((x_1, y_1)\) is obtained by getting the average value of all points from the image which is minus the background and the hand region. Both the wrist central point and hand's central point decide the direction vector of hand (figure 3), which can describe the yaw angle of hand and improve the speed of gestures matching. It is shown in equation 5.

\[
\bar{X} = (x_1 - \bar{x}, y_1 - \bar{y})
\]

(5)
is the Hausdorff distance, which indicates the
\[ A \times X \times B \]
the value of some particle in the state \( k \); \( w \) is the average estimate value in the state of \( k -1 \).
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regarding the radius
\[ A \]
addition, the position, size and direction of hand have
determine the system state and observation state. In
\[ P(x_t|z_0:t) \]
particular, we will be concerned with the distribution
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distribution that makes use of its temporal structure. A
algorithm, i.e. a sampling method for approximating a
track the hand in real-time.
segmented in real-time under large rotation and scale
changes. The above segmentation method can be used to
occluded part of the hand from the visible part.
real-time performance for real applications.

V. TRACKING METHOD
According to the physiological characteristics of the
hand, hand is a hinge-pole structure which is composed by
the joint and section units. The movement of fingers
and palm decide the shape of hand together. Hand
movements are mainly to rotate around the joints, so we
can use the values of upper joints to describe the rotation
angle of lower sections.
The particle filter is a sequential Monte Carlo
algorithm, i.e. a sampling method for approximating a
distribution that makes use of its temporal structure. A
"particle representation" of distributions is used. In
particular, we will be concerned with the distribution
\[ P(x_t|z_0:t) \]
where \( x_t \) is the unobserved state at time \( t \), and \( z_{0:t} \)
is the sequence of observations from time 0 to time \( t \).

When we use particle filter to track hand, first, it is to
determine the system state and observation state. In
addition, the position, size and direction of hand have
been got, so we define the state vector as \( M(x, y, r, d) \),
where, \( x, y \) is the center of the hand; \( r \) is the ratio of
the palm and fingers; \( d \) is the direction vector of hand.
Then seek the largest inscribed circle of palm and obtain the
size of the palm area \( A = \pi R^2 \), finger regional area \( B \) = The total area of the hand - \( A \), and \( r = B / A \).
The next step is to establish the state transition
equation:
\[ X_k = \overline{X} + A(X_{k-1} - \overline{X}) + Bw \] (6)
where \( \overline{X} \) is the average estimate value in the state of \( k -1 \),
\( X_k \) is the value of some particle in the state \( k \); \( Bw \) is
the Gaussian process noise with zero mean, and
coefficient \( A = 1, B = 1 \). This model is based on the
current position and velocity of target particle, and some
random disturbance is used to predict the next state
motion. Then in order to get the new state of the particle,
we need calculate the weight of each particle, such as the
equation (7) below:
\[ w_{k,j} = e^{-E_{k,j}} \] (7)
where \( E_{k,j} \) is the Hausdorff distance, which indicates the
difference between intending state and actual state. Next
step is to normalize all the particle weights and calculate
the weight sum of N particles. According to the static
constraint and dynamic constraint, we can speculate the
occluded part of the hand from the visible part.

VI. EXPERIMENTS
The proposed hand tracking method has been
implemented using Visual C++ and OpenGL, and several
experiments have been carried out to verify this method.
The image size in our testing is 300*400.

In our virtual environment, the operator is asked to
complete the task of fixing the screw and nut which are on
the desk. The specific requirements are as follows: the
movement of the operator’s hand must be natural. When
the screw and nut are fixed, the tracking ends.

In the progress of hand segmentation due to using the
minus background method alone the region of arm is
extracted, and segmentation using skin color only will
include the objects whose color is similar to the hand
region. Therefore, in this paper we segment the image
based on the two methods together, the results are shown
in figure 5. The user is first required to specify a region on
the user’s hand to obtain the training data in the HSL color
space. These results show that the hand can be accurately
segmented in real-time under large rotation and scale
changes. The above segmentation method can be used to
track the hand in real-time.

The above segmentation method can be used to get the
hand in real-time, and we can assume continuity of the
position of the hand during tracking. Figure 6 shows some
hand tracking results in a live video. We have tested the
accuracy and speed of tracking the hand among three
different algorithms: our method (MICT), PF filter, and
Simulate Anneal Arithmetic, which is shown in Figure 7.
The average accuracy for tracking the hand is 0.677,
which is better than the other method: the PF filter (PF)
whose accuracy is 0.599 and the Simulate Anneal
Arithmetic (GPAPF) whose accuracy is 0.551. In addition,
in this method we can get good result by using fewer
particles, so the average elapsed time for tracking the hand
is less than the other method, which can meet the real time
performance for real applications.
VII. CONCLUSION

In this paper, an effective hand tracking method is proposed based on hand occlusion information. This method is simple to operate by moving the user’s hand freely for interactive operations. Some experiments have been conducted to validate that the proposed method can correctly predict the position of the occluded parts, and have better tracking accuracy. The future research will address to get the information of each finger and hand gesture spotting for sign recognition via single camera system.
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Figure 5.   (a). The result of minus background. (b). The result of skin color. (c). The result of method in this paper

Figure 6.   (a) Begin to 3D hand tracking  
(b)  
(c)  
(d) 

Examples of our tracking method
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