Leveraging 1-hop Neighborhood Knowledge for Connected Dominating Set in Wireless Sensor Networks

Wenyong Wang
School of Computer Science and Engineering in University of Electronic Science and Technology of China, Chengdu, China
Email: wangwy@uestc.edu.cn

Jun Zhang, Yong Tang, Yu Xiang and Ting Yang
School of Computer Science and Engineering in University of Electronic Science and Technology of China, Chengdu, China
Email: jun.wudu@gmail.com, {worldgulit, jcxiang, yting}@uestc.edu.cn

Abstract—To improve the efficiency of routing and broadcast and reducing energy consumption in the process of data transmission, calculating minimum connected dominating set is always used to construct virtual backbone network in wireless sensor networks. Calculating the minimum connected dominating set (MCDS) of plane graphs is a NP-complete problem. In this paper, an algorithm leveraging 1-hop neighborhood knowledge for connected dominating set is proposed. First, the minimum forwarding set is calculated severally by each node in the entire network. Then any one node can start the process of broadcasting messages including the information of minimum forwarding set in the network. Finally, the connected dominating set of the entire network is achieved by exchanging information. The proposed algorithm aims to get a small connected dominating set, meanwhile, to minimize the consumption of energy and time. The simulation results show that the algorithm has achieved its purpose with fast convergence, low transmission traffic and reasonable size of connected dominating set.

Index Terms—Wireless Sensor Networks, 1-hop, Communication Coverage, Connected Dominating Set

I. INTRODUCTION

Constructing virtual backbone network in wireless sensor networks has a wonderful performance in improving the performance of broadcast [1], reducing reduplicate data transmission, energy saving and bandwidth saving. Constructing a virtual backbone is identical with calculating connected dominating set in graph theory [2]. The virtual backbone of the network derived from a smaller connected dominating set [3] will not only benefit the design of energy-efficient routing, but also save energy for the reason that non-dominating nodes without monitoring task could enter sleep (energy-saving) mode.

As calculating the minimum connected dominating set (MCDS) of arbitrary graphs is a NP-complete problem, heuristic algorithms are usually used to calculate it approximately. There are two main heuristic algorithms: centralized algorithm [4-6] and distributed algorithm [7-15]. Although the minimum connected dominating set can be calculated by centralized algorithms, it is difficult to get the entire topology structure of dynamic wireless sensor networks which is necessary for centralized algorithms. Hence distributed algorithm is adopted in this paper. Typical distributed algorithms, such as Dai’s algorithm [13] and MISB algorithm [14] need two or more hops adjacent node information to calculate the minimum connected dominating set. As a result, more messages are exchanged for calculating the minimum connected dominating set, leading to more energy consumption and time delay.

To reduce energy consumption and message exchange, improve the efficiency of algorithm and get a smaller connected dominating set, a new algorithm, Leveraging 1-hop Neighborhood Knowledge for Connected Dominating Set in Wireless Sensor Networks (OHCDS), which is based on our earlier achievement OHDC algorithm [15], is proposed in this paper. There are two stages in the calculating process of our algorithm OHDCS. In the first stage each node calculates the minimum forwarding set severally. In the second stage, the node checks out if it is a dominating node by broadcasting messages including the information of minimum forwarding set, the process of which is similar to breadth-first search of graph.

The rest of this paper is organized as follows. Section 2 describes symbols used in this paper. Section 3 analyses the CDS problem from another view. Section 4 presents details of our algorithm. Section 5 presents performance evaluation. Section 6 concludes the paper.

II. SYMBOLS DESCRIPTION

Symbols used in this paper are shown in Tab.1. We assume that transmission radius of all nodes is $R$, and all
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nodes are randomly dispersed over a 2-dimensional geographical region. The communication region of the node \( v \) is \( A(v) \). The whole wireless sensor network region is regarded as a connected graph \( G \) with \( V \) representing set of vertices and \( E \) representing set of edges. We get \( uv \in E \) if and only if vertices \( u, v \) are adjacent and \( u, v \in V \).

### TABLE 1. SYMBOL TABLE

<table>
<thead>
<tr>
<th>Symbol</th>
<th>definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( G )</td>
<td>Equation ( G = (V, E) ) denotes a graph ( G ), ( V ) is the vertices set, and ( E ) is the edges set</td>
</tr>
<tr>
<td>( R )</td>
<td>The transmission radius of node</td>
</tr>
<tr>
<td>( N(v) )</td>
<td>The adjacent node set of vertex ( v )</td>
</tr>
<tr>
<td>( N[v] )</td>
<td>( N[v] = N(v) \cup {v} )</td>
</tr>
<tr>
<td>( C(v) )</td>
<td>The circle with ( v ) as the center and a radius of ( R )</td>
</tr>
<tr>
<td>( A(v) )</td>
<td>The region of circle ( C(v) )</td>
</tr>
<tr>
<td>( A(D) )</td>
<td>( A(D) = \bigcup_{i = 0}^{D} A(v_i) ), where ( D ) is a set of vertices</td>
</tr>
<tr>
<td>( Q(v) )</td>
<td>The set of ( A(N[v]) 's ) boundary intersection points</td>
</tr>
<tr>
<td>( B(v) )</td>
<td>If ( v' \in B(v) ), then ( C(v') ) is a circle at ( A(N[v]) 's ) boundary</td>
</tr>
<tr>
<td>( ab )</td>
<td>Arc ( ab ), whose direction is clockwise from ( a ) to ( b )</td>
</tr>
<tr>
<td>( uv )</td>
<td>The distance between node ( u ) and node ( v ), ( u, v \in V )</td>
</tr>
<tr>
<td>CDS</td>
<td>The connected dominating set of graph ( G = (V, E) )</td>
</tr>
</tbody>
</table>

### III. PROBLEM STATEMENT

If source node \( s \) broadcasts packet \( P \), and all nodes in \( N(s) \), which is the adjacent node of \( s \), forward this packet after they receive it, then all 2-hop adjacent nodes of \( s \) can receive the packet \( P \). If we can obtain a forwarding set \( F() \) which satisfies \( A((F(s) \cup \{s\})) = A(N(s)) \) \( (F(s) \subseteq N(s)) \), then all 2-hop adjacent nodes of \( s \) can receive the packet \( P \) as long as all the nodes in \( F(s) \) participate in forwarding. If all the nodes in the network calculate their own forwarding set \( F() \), and only nodes in \( F() \) are designated to forward this packet \( P \), then all the nodes can receive the packet \( P \). These nodes which forward the packet form the connected dominating set CDS.

In order to obtain a smaller CDS, first, this algorithm makes use of local communication coverage information to calculate the minimum forwarding set \( F_{\text{min}}() \) of every vertex (algorithm 1 in section IV). Then, choose a source vertex \( s \) from \( V \), and finally we can obtain an ideal CDS by broadcasting (algorithm 2 in section IV).

**Lemma 1.**

1. \( A(B(v) \cup \{v\}) = A(N[v]) \), 2. \( F_{\text{min}}(v) = B(v) \).

**Proof:**

1. The boundary of region \( A(N[v]) \) is made up of the arcs whose center forms the set \( B(v) \). Assume that \( A(N[v]) - A(B(v) \cup \{v\}) \neq \emptyset \), then the hole formed is inside region \( A(N[v]) \).

Assume that vertex \( c \) is a point inside the hole. If connect vertex \( c \) and vertex \( v_r \), ray \( vc \) intersects circle \( C(v_r) \) which is at the boundary of the hole at point \( a \) (\( a \) is out of line segment \( \overline{cv_r} \)). Since line segment \( \overline{cv_r} \leq R \), vertex \( v_r \) is inside or on the circle \( C(v_r) \). Moreover, point \( a \) is on the circle \( C(v_r) \). Then line segment \( \overline{cv_r} \) is inside \( C(v_r) \). So each point of \( \overline{cv_r} \) is inside or on circle \( C(v_r) \). \( c \) is a point of \( \overline{cv_r} \) means that \( c \) is inside circle \( C(v_r) \) as well, hence point \( c \) is not inside that hole which contradicts the assumption. So the assumption is not true. So there is no hole in \( A(N[v]) \), and \( A(B(v) \cup \{v\}) = A(N[v]) \) is gotten.

2. We prove by the method of reduction to absurdity. From (1) of lemma 1, we know that \( F_{\text{min}}(v) \) must satisfy \( |F_{\text{min}}(v)| \leq |B(v)| \). Assume that \( F_{\text{min}}(v) \neq B(v) \). Since \( A(B(v) \cup \{v\}) = A(N[v]) \), we get \( A(F_{\text{min}}(v) \cup \{v\}) \neq A(N[v]) \) or \( A(F_{\text{min}}(v) \cup \{v\}) = A(N[v]) \) and \( F_{\text{min}}(v) \supseteq B(v) \) \( (|F_{\text{min}}(v)| \geq |B(v)|) \). Those two results contradict the preconditions, so \( F_{\text{min}}(v) = B(v) \).

From (2) of lemma 1, we know the required \( F_{\text{min}}(v) \) is identical with \( B(v) \). For convenience, we divide the CDS problem of graph \( G \) into two problems:

**Problem A** is how to calculate set \( B(v_r) \) for each vertex \( v_r \in V \) of graph \( G \).

**Problem B** is how to calculate CDS of graph \( G \) start from source \( s \).

### IV. ALGORITHM IMPLEMENTATION

**A Solving Problem A**

Assume \( d_i = \{(x_i, y_i)\}; (u_i, v_i)\} \in Q(v_i) \) with coordinate \((x_i, y_i)\), and it is the intersection point of circle \( C(u_i) \) and circle \( C(v_i) \), which are both at the boundary of region \( A(N[v_i]) \) (That is, \( u_i, v_i \in B(v_i) \)). \( B(v_i) \) can be obtained by calculating \( Q(v_i) \).

Here we introduce a method to calculate \( Q(v_i) \). If \( u_i, u_2, ..., u_n \in N(v_i) \) and \( u_i v_i < u_j v_i < ... < u_n v_i \), then \( C(u_i), C(u_j), ..., C(u_n) \) will be added to the obtained region in turn.

In this algorithm, let \( v_i \) to be a reference vertex. The gray region in Fig1 represents current region \( A(P(u_i)) \). We use \( u_i \) to replace \( v_i \), let the algorithm start from \( u_0 \).

Assume \( u_i, u_2, ..., u_n \in N(v_i) \) and \( u_i v_i < u_j v_i < ... < u_n v_i \), thus we get current region \( A(P(u_i)) \) satisfies \( A(P(u_i)) = \bigcup_{j=0}^{i} A(u_j) \), in which \( P(u_i) = \bigcup_{j=0}^{i} u_j \).
In Fig.1, \( Q(v_i) = \{a, e, f, d\} \). \( Q(v_i) \) will be updated and current region \( A(P(u_i)) \) will be expanded to \( A(P(u_i)) = A(P(u_i)) \cup A(u_i) \), if \( u_i \in N(v_i) \) and circle \( C(u_i) \) is added to \( A(P(u_i)) \), then region \( A(u_i) \) covers vertices \( e \) and \( f \) in \( Q(v_i) \), so vertices \( e \) and \( f \) are no longer at the boundary of \( A(P(u_i)) \). Thus \( e \) and \( f \) can be deleted from \( Q(v_i) \). Simultaneously, new points \( b \) and \( c \), the intersection points of \( C(u_i) \) and original region, are also at the boundary of new region. Then \( b \) and \( c \) are added into set \( Q(v_j) \), and \( Q(v_j) = \{a, b, c, d\} \).

According to the thought above, each time a vertex \( u \) is picked from \( N(v_i) \), and \( C(u) \) is added to existing region \( A(P(u_i)) \). If \( A(u) \) covers existing vertices in \( Q(v_i) \), those vertices should be deleted from \( Q(v_i) \). If added \( A(u) \) brings new intersection points with boundary, those new points are added into set \( Q(v_i) \). This process continues until all vertices in \( N(v_i) \) are added. Thus region \( A(N(v_i)) \) is formed, and the set of boundary intersection points \( Q(v_i) \) is gotten. The set \( Q(v_i) \) is just what we wanted.

The correctness of this algorithm is ensured by lemma 2.

**Lemma 2.**

Before adding \( C(u_i) \), there is no hole in the already formed region \( A(P(u_i)) \) which contents \( i \) added circles and \( C(v_i) \).

**Proof:**

**Lemma 2** can be proved by **Lemma 1** easily. □

For convenience, the whole algorithm is divided into main algorithm and sub-algorithm.

In this algorithm, \( P(u_i) \) is the set to store vertices that already added and \( Q(u_i) \) is the set to store boundary intersection points of already-existed region.

**Algorithm 1:** Calculating \( B(v_i) \) of \( v_i \\

Input: set \( N[v_i] \).

Output: set \( B(v_i) \).

1) Initialize \( A(P(u_i)) = \emptyset \), \( P(u_i) = \emptyset \) and \( Q(u_i) = \emptyset \).

2) Put \( v_i \) into set \( P(u_i) \). Add \( C(v_i) \) to \( A(P(u_i)) \), and let \( A(P(u_i)) = A(v_i) \).

3) If \( v_i, u_1, u_2, ..., u_\ell \) have been put into set \( P \), then let \( A(P(u_i)) = A(v_i) \cup A(u_1) \cup A(u_2) \cup ... \cup A(u_\ell) \). Choose vertex \( u_{\ell+1} \) which is the nearest point to \( v_i \) in \( N(v_i) \). If \( P(u_i) \) is added and \( \ell+1 \) is the set to store boundary in-set, then set \( \ell+1 \) into set \( Q(u_i) \).

4) Add \( C(u_{\ell+1}) \) to region \( A(P(u_i)) \), and \( A(P(u_{\ell+1})) = A(P(u_i)) \cup A(u_{\ell+1}) \).

5) If \( A(u_{\ell+1}) \) covers some vertices in \( Q(u_i) \), calculate set \( Q(u_{\ell+1}) \) by sub-algorithm, and then go to step 8).

6) If there is no vertex in \( Q(u_i) \) covered by set \( A(u_{\ell+1}) \), then choose the nearest vertex \( u_i \) to \( u_{\ell+1} \) from \( P(u_i) \).

7) Calculate the intersection points of circle \( A(u_i) \) and circle \( C(u_{\ell+1}) \), and then put them into set \( Q(u_i) \).

8) Let \( i = i+1 \), return step 3) until \( N(v_i) - P(u_i) = \emptyset \).

9) For each \( d_x \in Q \), put \( u_x \), \( v_x \) associated with \( d_x \) into set \( B(v_i) \).

10) End.

**Theorem 1.** According to the step 3) of the **algorithm 1**,

a. adding a circle \( C(u_{\ell+1}) \) to the current region \( A(P(u_i)) \) will always update set \( Q(v) \)

b. added circle \( C(u_{\ell+1}) \) will intersect the boundary of region \( A(P(u_i)) \) at two and only two points .

**Proof:**

(a) From step 3), it is known that, for \( u_{\ell+1} \in N(v_i) \), \( P(u_i) \), to \( \forall u_i \in P(u_i) \), satisfies \( u_{\ell+1}v_i > u_i v_i \), \( k=1,2,...,i \). Thus by adding circle \( C(u_{\ell+1}) \) to \( A(P(u_i)) \), the circle \( C(u_{\ell+1}) \) can always intersects the boundary of \( A(P(u_i)) \). So set \( Q(v_i) \) can always be updated.

(b) We use broken circle \( S' \) to denote the maximum scope \( A(P(u_i)) \) can reach. There are only two situations when adding circle \( C(u_{\ell+1}) \) : ① circle \( C(u_{\ell+1}) \) intersects with circle \( S' \); ② circle \( C(u_{\ell+1}) \) is tangent with circle \( S' \). Fig.2 shows situation①. The gray part represents communication region of reference vertex \( v_i \), and circle \( C(u_{\ell+1}) \) is the circle to be added. Circle \( B \) is in the current region. Circle \( C(u_{\ell+1}) \) intersects circle \( C(v_i) \) at points \( a \) and \( b \), and intersects circle \( S' \) at points \( c \) and \( d \).

Assume that arc \( \overline{ae} \) is the part of circle \( C(u_{\ell+1}) \) cut by circle \( B \) and circle \( C(v_i) \), point \( a \) is the intersection point of circle \( C(u_{\ell+1}) \) and circle \( C(v_i) \), point \( e \) is the intersection point of circle \( C(u_{\ell+1}) \) and circle \( B \), arc \( \overline{ae} \) is arc of circle \( B \). If point \( e \) at the boundary of the current region \( A(P(u_i)) \), then any circle in current region \( A(P(u_i)) \)
intersects arc \( \overline{ac} \) at a point on arc \( \overline{ae} \), thus point \( e \) is the only point on arc \( \overline{ac} \) at the boundary of region \( A(P(u_i)) \).
Similarly, there is one and only one point of arc \( \overline{ab} \) at the boundary of \( A(P(u_i)) \). As arc \( \overline{ba} \) is arc of circle \( C(v_i) \), that is, it is inside current region \( A(P(u_i)) \), then, it has no intersection point with the boundary of \( A(P(u_i)) \). So does arc \( \overline{cd} \) due to being out of circle \( S' \). Hence circle \( C(u_{i+1}) \) has two and only two intersection points with the current region \( A(P(u_i)) \). The situation 2 is equal to situation 1 when there is only one intersection point.

As shown in Fig.3, the gray part represents \( A(P(u_i)) \). Prove by method of reduction to absurdity.
Assume circle is the nearest circle in \( A(P(u_i)) \) to circle \( C(u_{i+1}) \), and there is a circle \( C' \) so that its two intersection points with circle are at the boundary of \( A(P(u_{i+1})) \). Circle \( C(u_{i+1}) \) intersects circle \( C(u_{i+1}) \) at points \( a \) and \( b \). Circle \( C' \) intersects circle \( C(u_{i+1}) \) at points \( c \) and \( d \) which both at the boundary of \( A(P(u_i)) \).
Since only both point \( c \) and point \( d \) at the arc \( \overline{ab} \) of circle \( C(u_{i+1}) \) ensures that points \( c \) and \( d \) are located at the boundary of \( A(P(u_i)) \). Because circles \( C(u_i) \) and \( C' \) are nearer to circle \( C(v_i) \) than circle \( C(u_{i+1}) \), points \( a \) and \( b \) are covered by circle \( C' \). So circle \( C' \) is nearer to circle \( C(u_{i+1}) \) than circle \( C(u_{i+1}) \), which contradicts the assumption. Hence there is no circle \( C' \) like this.

Step 5 in algorithm 1 requires calculating updated set \( Q(v_i) \) when \( A(u_{i+1}) \) covers some vertices in \( Q(v_i) \), which is implemented by followed sub-algorithm.
We assume that points \( d_1, d_{k+1}, ..., d_{k+m} \) in \( Q(v_i) \) are covered by \( A(u_{i+1}) \). As points \( d_1, d_{k+1}, ..., d_{k+m} \) are inside \( C(u_{i+1}) \), according to theorem 1 the arcs among points \( d_1, d_{k+1}, ..., d_{k+m} \) must be inside circle \( C(u_{i+1}) \) as well. So we can let \( d_1 \) adjacent to \( d_{k+1} \), \( d_{k+1} \) adjacent to \( d_{k+2} \), ..., \( d_{k+m-1} \) adjacent to \( d_{k+m} \) by arcs.

Let \( m=4 \), as shown in Fig.4 After adding circle \( C(u_{i+1}) \), \( A(u_{i+1}) \) covers points \( d_1, d_{k+1}, d_{k+2}, d_{k+3}, d_{k+4} \) in set \( Q(v_i) \). If we use \( b(\overline{ab}, \overline{bc}) \) to denote that point \( b \) is the intersection point of arc \( \overline{ab} \) and arc \( \overline{bc} \). If \( \overline{ab} \) is arc of circle \( C(u) \) and \( \overline{bc} \) is arc of circle \( C(v) \), then \( b(\overline{ab}, \overline{bc}) \) can also be written as \( b(u,v) \).

**Definition 1.** \( b \) associates \( u \) and \( v \), if \( b \) satisfies relationship \( b(u,v) \).

Let arcs \( d_1d_2, d_1d_{k+1}, d_2d_{k+2}, d_3d_{k+3}, d_4d_{k+4} \) are arcs of circles respectively with \( u_1, u_{k+1}, u_2, u_{k+2}, u_3, u_{k+3}, u_4, u_{k+4} \) as the center. Points \( d_1, d_{k+1}, d_{k+2}, d_{k+3}, d_{k+4} \) can be

---

**Theorem 2.** If \( A(u_{i+1}) \) does not cover any vertices in \( Q(v_i) \) after adding circle \( C(u_{i+1}) \), and circle \( C(u_i) \) is the nearest circle in \( A(P(u_i)) \) to circle \( C(u_{i+1}) \), then the two intersection points of circle and circle \( C(u_{i+1}) \) are at the boundary of \( A(P(u_i)) \).

**Proof:**
denoted by relationship \( b(u, v) \) as: \( d_1(u_j, u_k) \), \( d_{k+1}(u_j, u_k) \), \( d_{k+2}(u_j, u_k) \), \( d_{k+3}(u_j, u_k) \), \( d_{k+4}(u_j, u_k) \). Considering that \( d_1(u_j, u_k) \) and \( d_{k+1}(u_j, u_k) \) have a common vertex \( u_k \), we define the new relationship of adjacent points.

**Definition 2.** If adjacent intersection points and \( d_{k+1} \) have relationship \( d_1(u_j, u_k) \) and \( d_{k+1}(u_j, u_k) \), then the relationship of points \( d_1 \) and \( d_{k+1} \) is defined as \( \overline{d_1d_{k+1}}(u_j, u_k) \), in which arc \( \overline{d_1d_{k+1}} \) associates \( u_j, u_k \).

According to the relationship among \( d_1 \), \( d_{k+1} \), \( d_{k+2} \), \( d_{k+3} \) and \( d_{k+4} \), the adjacent points can be merged. For example, points \( d_1 \) and \( d_{k+1} \) can be merged to be \( \overline{d_1d_{k+1}}(u_j, u_k) \) representing that arc \( \overline{d_1d_{k+1}} \) associates \( u_j, u_k \), then \( \overline{d_1d_{k+1}}(u_j, u_k) \) and \( d_{k+2}(u_j, u_k) \) can be merged to be \( \overline{d_1d_{k+2}}(u_j, u_k) \). By the same method, \( d_1, d_{k+1}, d_{k+2}, d_{k+3} \) and \( d_{k+4} \) can be finally merged to be one formula \( \overline{d_1d_{k+4}}(u_j, u_k) \). If the whole \( \overline{d_1d_{k+4}} \) is regarded as a point \( b \), it can be derived that \( A(u_{i+1}) \) only covers one point \( b \), and we get that \( C(u_j) \) and \( C(u_{i+1}) \) are the right circles in current region whose intersection points with \( C(u_{i+1}) \) are at the boundary of region \( A(u_{i+1}) \).

Let set \( Q \) to store covered points temporarily, set \( H \) for intermediate result. For convenience, let \( Q \) to denote \( Q(V_c) \) in this algorithm.

**Sub-algorithm.** Update set \( Q(V_c) \) in the case that boundary intersection points are covered

Input: set \( Q(V_c) \), and vertex \( u_{i+1} \).

Output: updated set \( Q(V_c) \).

1) Initialize set \( Q = \emptyset \), \( H = \emptyset \).
2) Pick an arbitrary unpicked point \( d_i \) from set \( Q \), and calculate the distance \( d \) between \( d_i \) and \( u_{i+2} \).
3) If \( d \leq R \), then put \( d_i \) into set \( Q' \).
4) Return to step 2), until all points in \( Q \) are picked.
5) Let \( Q = Q - Q' \).
6) Assuming the points in \( Q' \) to be \( d_i, d_{i+1}, \ldots, d_{i+n} \), pick an arbitrary point \( d_{i+n}, (i=0, 1, 2\ldots) \) from \( Q' \), and put vertices \( u_{i+n} \) and \( v_{i+n} \) which associates with \( d_{i+n} \) into \( H \).
7) Choose an unpicked point \( d_{i+j}, (j \neq i) = \{(x_{i+j}, y_{i+j}); (x_{i+j}, y_{i+j}) \} \) from \( Q' \), such that \( (u_{i+n} = u_{i+j}) \lor (u_{i+n} = u_{i+j}) \lor (v_{i+n} = v_{i+j}) \) is true.
8) If \( u_{i+n} = u_{i+j} \), then replace vertex \( u_{i+n} \) of \( H \) by \( v_{i+j} \). If \( v_{i+n} = v_{i+j} \), then replace vertex \( u_{i+n} \) of \( H \) by \( u_{i+j} \).
9) Return to step 7), until there is no eligible point.
10) Let the vertices of \( H \) to be \( u \) and \( v \), then calculate the points \( a = \{(x_{i+j}, y_{i+j}); (u, u_{i+n}) \} \) and \( b = \{(x_{i+j}, y_{i+j}); (u, u_{i+n}) \} \), intersected by \( C(u) \) and \( C(u_{i+n}) \), and \( c = \{(x_{i+j}, y_{i+j}); (v, u_{i+n}) \} \) and \( d = \{(x_{i+j}, y_{i+j}); (v, u_{i+n}) \} \) by \( C(v) \) and \( C(u_{i+n}) \).
11) If there is a point \( p \in P(u) \) whose distance to certain one of \( a, b, c, d \) is less than \( R \), then delete the certain point which may be any one of \( a, b, c, d \).
12) Repeat step 11), until there are only two points left of \( a, b, c, d \). Then put those two into set \( Q \).
13) End.

**B Solving Problem B**

The forwarding set of the arbitrary vertex \( v \) in graph \( G \) can be gotten by **algorithm 1**. Before calculating CDS, we assume that **algorithm 1** has been applied to each vertex in graph \( G \) and \( B(\cdot) \) indicates arbitrary vertex in set \( V \) has also been acquired already.

While calculating CDS, special packet Pa is broadcasted. Each node in the network sets its status bit \( s \) for reducing the number of redundant dominating nodes and dominating bit cs for identifying dominating nodes. A node sets its \( s \) to 0 if it has received packet Pa and sets its \( s \) to 1 according to step 2) of **algorithm 2**. The steps of the **algorithm 2** are following.

**Algorithm 2: Calculating CDS**

Input: \( B(\cdot) \).
Output: CDS.
1) Initialize each node’s \( s \) bit to 1 and \( c \) bit to 0.
2) Select a sink node \( s \) in set \( V \), and set \( s \) bit of sink node \( s \) to 0.
3) Node \( s \) broadcasts packet Pa (including the information of \( B(s) \) in head) to \( N(s) \) and waits for receiving packet Pa (including status bit \( s \)) from its neighbors. If Pa has been received, \( s \) sets its \( s \) to 1. If time is out, go to step 7).
4) Each node in \( N(s) \) checks its \( s \), and if \( s \) equals to 0, then go to step 7).
5) Each node in \( N(s) \) sets its \( s \) to 0 and checks out if it belongs to \( B(s) \). If not, then go to step 7).
6) The node in \( N(s) \) takes the place of node \( s \), and continue step 3), until all nodes in \( N(s) \) have broadcast packet Pa already.
7) Put all nodes whose \( c \) equals to 1 in the connected dominating set.
8) End.

Fig. 5 shows the topology of a network with 13 nodes, in which node 1 is selected to be sink node \( s \). Black node indicates confirmed dominating node, and white node indicates non-dominating node. Nodes 1, 3, 4, 5, 9 and 11 are selected to be dominating nodes successively. (Considering channel delay, retransmission caused by packet loss and distance between nodes in real networks, the
connected dominating set in Fig.5 is just one of the possible results.)

![Figure 5. The connected dominating set of the network with 13 nodes](image)

In **algorithm 2**, it effectively decreases the number of redundancy dominating nodes by setting ss. Node checks out if it will participate in transmission only by some simple calculating, and if it will, then it should set its cs to 1.

C Correctness Proof and Complexity Analysis

According to **algorithm 2**, if \( G = (V, E) \) is a simple connected graph, then for arbitrary vertex \( v_i \) except the initial node, there must exist a \( v_j \) as the dominating node such that \( v_j \in B(v_i) \). Hence the set (CDS) calculated by our algorithm is connected. Moreover, for an arbitrary vertex \( u_i \) in the set \( V \), if \( u_i \) does not broadcast packet \( P_a \), then there must be a vertex \( v_j \), which is confirmed to be dominating node and \( u_j \in N(v_i) \) as shown in **algorithm 1** and **algorithm 2**. Thus CDS calculated by algorithm OHCDS is the connected dominating set.

The complexity of **algorithm 1** is mainly caused by following three parts: 1) Order the adjacent vertices of \( v_i \) by the distance to \( v_j \), 2) Check out whether the circle \( C(u_i) \) added covers any boundary intersection points or not, if so, then go to **sub-algorithm**, 3) else choose a circle \( C(u_j) \) nearest to circle \( C(u_i) \).

Suppose that \( \Delta \) indicates the degree of the node. If we adopt QuickSort in the first part, the complexity of this part is \( O(\Delta \log \Delta) \). In the second part, while judging if the added circle covers any boundary intersection points or not, the average times needed to judge increases linearly. Thus its complexity for this part is \( O(\Delta^2) \). As the situation that at least two boundary intersection points are covered by the added circle is dealt with in **sub-algorithm**, its time complexity is from \( O(\Delta^3) \) as worst to \( O(1) \) as best and \( O(\Delta) \) as average. Step 11) and 12) of **sub-algorithm** are to choose vertices so that their complexity can be ignored. So the time complexity of the second task is \( O(\Delta^3) \). On account of picking vertex \( u_j \) in \( P(u_i) \), its comparing times increases linearly, so the time complexity of the third task is \( O(\Delta) \).

Because nodes communicate with each other by broadcasting in **algorithm 2**, its time complexity can be ignored. So the time complexity of our algorithm OHCDS is \( O(\Delta^2) \).

D Performance Bound Analysis

The covering problem is stated as follows: What is the minimum number of circles required to completely cover a given 2-dimensional space? It is known that no arrangement of circles could cover the plane more efficiently than the hexagons with sides \( R \) arrangement shown in Fig.6.

The best-case performance bound of OHCDS can be derived from covering problem. OHCDS gets approximate hexagonal vertices by calculating the minimum forwarding set and constructing a connected dominating set. It is assumed that the area of the network \( A \) is large compared to the area of one hexagon \( \pi R^2 \). The number of hexagons required to cover the entire network of area \( A \) is \( A \leq \frac{\pi}{\sqrt{3}} \frac{R^2}{2} \). The distance between two hexagon centers is greater than \( R \) and less than \( 2R \), thus the best-case performance bound of OHCDS is \( \frac{2A}{\sqrt{3}R^2} \).

The worst-case performance bound is determined by the maximum number of transmissions. When this situation occurs, a node transmits only \( R/2 + \varepsilon \) distance, where \( \varepsilon \) is an infinitesimal. Thus the worst-case performance bound is \( \frac{2A}{3\sqrt{(R/2 + \varepsilon)^2}} \). Ignoring \( \varepsilon \), we can get the worst-case performance bound is \( \frac{8A}{3\sqrt{R^2}} \).

![Figure 6. Covering a plane with circles in an efficient way Experimental Results](image)

V. EXPERIMENTAL RESULTS

To test the performance of our algorithm (OHCDS), some simulation is done among our algorithm OHCDS, Dai’s algorithm [13] and MISB algorithm [14] to compare their message number (communication traffic), convergence time and the size of CDS. Message number indicates how many broadcasting messages are needed by all of the nodes to accomplish the whole algorithm. Convergence time indicates how much time has been spent since the algorithm beginning to the end. Assume that time-unit means broadcasting interval between adjacent nodes and this broadcasting interval is same between any two adjacent nodes in the network. Channel delay and retransmis-
sion caused by packet loss and processing time of the node are ignored. We define convergence time as the number of broadcasting intervals since the algorithm beginning to the end. The topology of the network is formed according to the following principles:

- Nodes are randomly dispersed in a $1000m \times 1000m$ square area.
- The communication range of each node is 150m.
- The size of network is from 100 nodes to 450 nodes with increment of 50 nodes respectively.
- The simulation result is the average of 50 testing results with 8 different node groups.

In the experiments, we compare these three algorithms’ performances on message number, convergence time and the size of CDS based on different node density and show results in Fig.7, 8, and 9. Experiments are as following.

Experiment 1 Compare the message number of our algorithm with those of Dai’s algorithm and MISB. The result is as Fig.7 shows.

Experiment 2 Compare the convergence time of our algorithm with those of Dai’s algorithm and MISB. To simplify the algorithm, we assume that the neighbor discovery time using communication coverage method in algorithm 1. Because algorithm 1 is executed severally, most of time is consumed by algorithm 2. Furthermore, it adopts broadcasting diffusion in algorithm 2, so time spent would not be more than the maximum route length. However, time spent on MISB algorithm is about 5 times the route length. Fig.8 depicts the comparison of the convergence time among these three algorithms with different node density. We can see that the convergence time of OHDCS approximately equals to that of Dai’s algorithm with very low node density. However, with node number increasing in the network and node density increasing, the convergence time of Dai’s algorithm increases rapidly, but the convergence time of OHCDS is almost invariant as the region is constant. We can also see in Fig.8 that the convergence time of OHCDS is one fifth of that of MISB.

Experiment 3 Compare the CDS size of our algorithm with those of Dai’s and MISB. As shown in Fig.9, the CDS size of our algorithm is between that of Dai’s algorithm and MISB algorithm. With node density increasing, the size of CDS of our algorithm is increasing obviously. It is mainly because of using communication coverage method in algorithm 1.

Summing up the above, we can see that our algorithm has the best performance on both message number and convergence time and also get small CDS size.

VI. CONCLUSION

Comparing to the other algorithms, there are a lot of advantages of our algorithm due to calculating connected dominating set using only 1-hop neighbor information. As simulation results show, less communication cost and less convergence time is achieved by our algorithm. Less message number means less energy consumption, and that less convergence time indicates faster calculating. Our algorithm can also get a smaller CDS size with lower node density. Meanwhile, our algorithm is low energy consumption and low convergence time, and it is applicable to dynamic wireless sensor networks. As for static network, our algorithm achieves energy balance. The future work will focus on optimizing the CDS size on the assumption of keeping its present advantages.
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